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Abstract

This paper proposes an extension to Kintsch’s Construction-Integration mode of text comprehension, which changes its mathematical implementation and emphasizes the connectionist features of the model. Specifically, the extension proposed here a) simulates the learning process in a connectionist manner by making explicit changes in the connecting values among processing units; b) takes into account individual differences in prior background knowledge activation and individual ability to make logical inferences, using these parameters to adjust the results of the simulation; and c) implements an algorithm that constructs the connectivity matrix W from text processing. The proposed extension is tested on existing recall and contradiction-detection data from readers of science texts, and its predictions fit the empirical data better than the CI model’s prediction.
The Construction-Integration (CI) model (Kintsch, 1988, 1998; Kintsch & Welsch, 1991) is one of the functional models most widely used to simulate text comprehension (Britton & Graesser, 1996; van Oostendorp & Goldman, 1999). The model is based on a proposal by Kintsch and van Dijk (1978), later revised and extended by van Dijk and Kintsch (1983), to include two different levels of representation which the reader constructs when reading a text: the reader’s prior background knowledge activation while reading the text and the distinction between the textbase and the situation model. As Kintsch (1988) has pointed out, Van Dijk and Kintsch’s revised formulation (1983), which was influenced by the Schema Theory prevailing during the 70s and 80s, has at least two problems. The first is the existence of psychological data which question the idea that the direction of comprehension is top-down. The second problem is that human comprehension is highly flexible and sensitive to context; therefore, it is difficult to model it with rigid structures such as schemata. These weaknesses led Kintsch (1988, 1998) to formulate the Construction-Integration Model (CI).

The CI model incorporates the reader’s prior knowledge into the simulation of comprehension processes with a bottom-up, connectionist approach in the integration phase. The model has been widely accepted because it is easy to implement, because it can model a vast array of comprehension phenomena, and because it is psychologically grounded. Moreover, its efficient simplicity allows a variety of developments and extensions. Our purpose in this paper is to show that the model can be developed while maintaining its basic features but extending the most relevant characteristic of connectionist models: their ability to model explicitly how people learn from the environment. Our extension moves the CI model closer to other connectionist models which simulate learning processes, and it models individual differences in these processes.

First, then, we will summarize the characteristics of the CI model by illustrating the construction and integration phases with an example. Second, we will use the same example to explain our extension in detail; i.e., its components, parameters, and implementation, so that the
similarities and differences between our extension and the CI model will be apparent. Finally, our
extension will be used to simulate two phenomena: a) students’ free recall after studying a long
scientific passage, and b) failure to detect contradictions in a text, as previously simulated with the
CI model (Otero & Kintsch, 1992)

The Construction-Integration Model

According to the CI model (Kintsch, 1988, 1998), comprehension is a bottom-up process
highly influenced by context. Comprehension involves an initial phase of construction, which is
chaotic, but which attains coherence in the integration phase. During the construction process, the
reader constructs a network of propositions both from the text and from their prior background
knowledge. Construction processes are regulated by weak production rules in a bottom-up fashion;
this results in disorderly, redundant, and even contradictory output. Construction is followed by an
integration process in which the nodes of the network spread their activation until the network
stabilizes in a way that takes account of the pattern of mutual constraints among the nodes. As a
result, some irrelevant propositions formed in the construction phase are deactivated, whereas
others receive higher activation according to the constraints that the text itself and the reader’s prior
background knowledge impose on them. The final activation values of the nodes reflect the
constraining properties of the network as a whole.

In the CI model, the processing of the text is performed in cycles. In each cycle, a fragment
of the text, usually a phrase, is processed. When the reader has processed the information from the
first cycle and proceeds to the next one, a small number of propositions, generally one or two, are
retained in working memory in order to be processed together with the material from the next cycle.
These retained propositions help to connect the previously read text to the new input, and to assess
the coherence of the information processed in the previous cycle with the information in the new
cycle. Memory is understood as an associative network of nodes which influence one another, each
node being activated or inhibited with respect to the other nodes of the network. What follows is a detailed account of how these two processing phases work in the CI model.

**Construction Processes**

In every cycle, the reader constructs the text propositions, as well as relevant and irrelevant prior background knowledge propositions, by incorporating all this information as nodes in a network. The mechanism to construct the propositions is not specified in the model; the model only specifies how the propositions are connected and integrated in a network. This network is represented mathematically in the model as a symmetric matrix W, called the connectivity matrix, whose elements represent the strength of the connection between propositions; positive values are used to link propositions which are mutually reinforced, and negative values are used for contradictory or mutually exclusive propositions. The second mathematical element of the CI model is vector A, which represents the activation level of each proposition in the network. Usually it is assumed that in the construction phase the propositions of the text are fully activated, while prior background knowledge is deactivated or activated to a very low degree.

It should be noted that the networks built on the CI model involve local representations, as Read and Miller (1998) affirm. In a local representation, a concept, or an entire proposition, is represented by a single node, which is different from a distributed representation, where a concept is represented by a pattern of activation over a number of nodes. Local models are more suited to simulating high-level cognitive phenomena such as comprehension. In comprehension, one is interested in the relationships among concepts or propositions, and the parallel satisfaction of mutual constraints among concepts or propositions is the key mechanism for attaining coherence in the network (Read & Miller, 1998). In other words, constraint-satisfaction is the main mechanism for the integration of propositions in order to reach coherence in the CI model (Kintsch, 1998). An additional advantage of local representations is that they can be better interpreted than distributed representations, as each concept or proposition corresponds to a single node.
To exemplify how the CI model works, consider a short fragment of a text used in our experiments:

(1) Heat is energy transferred from one body to another because of a difference in temperature. The unit of heat is the calorie.

According to Bovair and Kieras’ guidelines (1985), the reader should extract the following textual propositions:

1. T1: IS-A (heat, T2)
2. T2: IN (energy, transference)
3. T3: BETWEEN (transference, body1, body2)
4. T4: OF (difference, temperature)
5. T5: BECAUSE (T1, T4)
6. T6: OF (T7, heat)
7. T7: REF (unit, calorie)

Here, we will assume that a reader also activates the ideas that heat is a physiological sensation, and that energy is not a physiological sensation from their background knowledge. The corresponding propositions to both ideas are the following:

8. K1: IS-A (heat, sensation)
9. K2: NEG-IS-A (energy, sensation)

Provided that the reader had good reasoning strategies, from the textual idea that heat is energy and from their prior background knowledge that energy is not a sensation, the logical inference that heat is not a sensation could be generated. This would result in the following proposition:

10. INF1: NEG-IS-A (heat, sensation)

It should be noted that this proposition contradicts the reader’s prior background knowledge proposition, K1.

There are no unique rules to assign values to the elements of matrix W, which are left as free parameters to adjust to the empirical results. Among other possibilities, the CI model can assign the
following values: (a) value 1 to the connections between the propositions which share arguments; e.g., the connection of each node to itself and the connection between T1 and T6, because they share the argument heat; (b) value -1 to the connections between contradictory or incompatible propositions; e.g., K1 and INF1; and (c) value 0 to the remaining connections. Accordingly, matrix W could be formed like this (with propositions T1, T2, T3, T4, T5, T6, T7, K1, K2, INF1 in this order):

\[
W = \begin{bmatrix}
1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & -1 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & -1 & 1 & 1 \\
\end{bmatrix}
\]

The initial activation vector A is defined with value 1 for the components associated to the textual propositions of the sentence being read, and value 0 for the rest.

\[A(0) = (1, 1, 1, 1, 1, 1, 0, 0, 0)\]

Here the bracket ‘(0)’ stands for "initial activation" or iteration-0.

**Integration processes**

The integration phase is modeled through a spreading connectionist activation process which takes place in the whole network until it becomes stable. At the end of the phase, each proposition gains a level of activation which is generally different from the activation it had at the beginning of the process. High activation values indicate that the proposition is relevant for the current comprehension of the text, whereas low values indicate that it is barely relevant or even irrelevant.
The spreading of activation through the whole network is simulated by repeatedly multiplying matrix \( W \) by vector \( A \), in order to obtain another activation vector \( A' \). This new vector should be normalized so that the values are kept within a psychologically significant range. For the first iteration:

\[
A'(1) = W \cdot A(0); \quad (1)
\]

\[
A'(1) = (a'_{11}, a'_{21}, a'_{31}, \ldots) \quad (2)
\]

Now, normalization is achieved by setting the negative components to 0, and by dividing the positive ones by the highest component in \( A'(1) \):

\[
a_{j1} = \frac{a'_{j1}}{\max( a'_{j1} )} \quad \text{if } a'_{j1} > 0 \quad (3a)
\]

\[
a'_{j1} = 0 \quad \text{if } a'_{j1} < 0 \quad (3b)
\]

After the first iteration, a new vector \( A(1) \) is obtained:

\[
A(1) = (a_{11}, a_{21}, a_{31}, \ldots) \quad (3c).
\]

This process, multiplication and normalization, is repeated with vector \( A(1) \) in a new iteration, and so on. The process finishes when the value of the resulting activation vector does not change significantly after successive multiplications by \( W \). This stabilization process corresponds psychologically to the achievement of a coherent representation of the text in the reader’s mind.

In our case, the final vector for the activations is:

\[
A(\text{final}) = (0.97, 0.66, 0.53, 0.20, 1.00, 0.66, 0.13, 0.57, 0.76, 0.57)
\]

According to this result, the fifth proposition T5 (heat is the transference of energy because of a difference in temperature) is the most highly activated. As can be seen in the matrix, it is the most interconnected proposition. The second most highly activated proposition is T1 (heat is energy in transference). In psychological terms, these two propositions are the most highly activated in the reader’s working memory. According to the CI model, the first proposition, or maybe both, would be retained in working memory to be processed together with the propositions for the next cycle.
It should be noted that the two contradictory propositions, K1 heat is a sensation, and INF1 heat is not a sensation, gain identical final activation. In psychological terms, this means that at this stage of processing neither of them is discarded as inadequate or false. In subsequent cycles, both propositions might be reactivated from memory and one of them might receive more activation than the other.

In the CI model, the episodic memory of a text is composed of the accumulated results of each cycle. For each cycle, there is a connectivity matrix $W$, but the result of comprehension and storing in long-term memory in the CI model is a new matrix $M$, whose elements $m_{ij}$ represent the strength of connection between propositions $i$ and $j$ stored:

$$m_{ij} = \sum_k p_{ij} a_i a_j$$  \hspace{1cm} (4)

where $p_{ij}$ is an element of matrix $W$, $a_i$ is the final activation of node $i$, and $k$ is the number of cycles in which nodes $i$ and $j$ have been processed together. The equation includes the sum of all the cycles in which both nodes were activated, following the Hebbian principle at the same time: the more frequently these nodes are activated simultaneously, the higher the value of $m_{ij}$ and the more intense the connection between propositions $i$ and $j$ in the memory of the reader.

At the moment shown in our example – only one processing cycle – the calculation for $M$ would yield the following values:

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>K1</th>
<th>K2</th>
<th>INF1</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=</td>
<td>1.93</td>
<td>1.64</td>
<td>1.51</td>
<td>0</td>
<td>1.97</td>
<td>1.64</td>
<td>0</td>
<td>0.55</td>
<td>0.74</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>1.64</td>
<td>1.44</td>
<td>1.35</td>
<td>0</td>
<td>1.66</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.51</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.51</td>
<td>1.35</td>
<td>1.28</td>
<td>0</td>
<td>1.53</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.04</td>
<td>1.20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T1</td>
<td>1.97</td>
<td>1.66</td>
<td>1.53</td>
<td>1.20</td>
<td>2.00</td>
<td>1.66</td>
<td>0</td>
<td>0.57</td>
<td>0.76</td>
<td>0.57</td>
</tr>
<tr>
<td>T2</td>
<td>1.64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.66</td>
<td>1.43</td>
<td>1.09</td>
<td>0.38</td>
<td>0</td>
<td>0.38</td>
</tr>
<tr>
<td>T3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.09</td>
<td>1.02</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T4</td>
<td>0.55</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.57</td>
<td>0.38</td>
<td>0</td>
<td>0.33</td>
<td>0.44</td>
<td>-0.33</td>
</tr>
<tr>
<td>T5</td>
<td>0.74</td>
<td>0.51</td>
<td>0</td>
<td>0</td>
<td>0.76</td>
<td>0</td>
<td>0</td>
<td>0.44</td>
<td>0.58</td>
<td>0.44</td>
</tr>
<tr>
<td>T6</td>
<td>0.55</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.57</td>
<td>0.38</td>
<td>0</td>
<td>-0.33</td>
<td>0.44</td>
<td>0.33</td>
</tr>
<tr>
<td>T7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INF1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The values in the main diagonal of $M$ are related to the probability of recall of each proposition. The absolute values are not relevant, but they are interpreted in relation to one another. According to this, proposition T5 should be best recalled, followed by T1 and T2.

Notes on the CI model

The CI model is simple, easy to use, and is based on a sound theory of comprehension (Kintsch, 1998), but its connectionist features and its mathematical implementation can be extended. The extension we propose is aimed at improving three specific issues: (a) to make explicit the change in the strength of the connections between pairs of propositions in the connectivity matrix, which is the core of learning in the connectionist models; (b) to relate this change to the process of reading, and (c) to improve the power of the model to simulate some individual differences. We will explain these three issues briefly.

First, it should be noted that, despite its connectionist nature, the CI model does not explicitly simulate the process of learning from a text. In connectionist models, learning is a dynamic process represented by the change in the weight or strength of the connections between nodes, i.e., the propositions change simultaneously with the activation of the nodes, and this simulates the learning process. Changes in the weights have an effect on unit activation and vice versa. The process stops when the system becomes stable. However, in the CI model, matrix $W$ is static, that is, its values do not change during the processing cycle. What the reader learns is simulated in a matrix different from $W$, matrix $M$, which does not take part in the processing of each cycle. Thus, the simulation of learning in the CI model deviates from the usual procedure for connectionist models.

Second, in the CI model, the values for matrix $W$ are the free parameters of the model (Singer & Kintsch, 2001). It is the researcher who decides upon those values following various criteria, such as argument overlap or causality, among others. Usually, after a propositional analysis of the text, those values are chosen so that the final results of the simulation fit the empirical data.
Therefore, the values of W do not derive from the process of reading, but from the analysis of the text itself.

The third issue has to do with how CI deals with individual differences. Generally speaking, individual differences have been modeled in the CI model by modifying matrix W to accommodate the results of the simulation to individual differences (see Otero & Kintsch 1992; Kintsch et al. 1990). However, due to its mathematical implementation, some problems related to the simulation of individual differences arise in the CI model. In an interesting and rigorous study, Guha and Rossi (2001) carried out a mathematical analysis of the CI model. They proved that, when comprehension and learning is simulated with the CI model, matrix W often results in a single point of equilibrium for the space of activation vectors, which means that there is a single solution for the final activation after integration. Therefore, it is not possible to simulate individual differences in those cases. Furthermore, if none of the values of W are negative, defining W means predetermining the result of the final activation vector, independently of the initial activation vector selected (Rodenhausen 1992, Kintsch 1998, page 99). In this case, the stabilized result of the integration will be the autovector that corresponds to the highest autovalue in W (Padilla, 2000; Guha and Rossi, 2001, Proposition 2, p. 363). Therefore, if there is a lack of inhibitory connections, the researcher’s decision to define W determines the result of the final activation and the stored value M. In fact, the only way to get more than one final activation vector for the same matrix W is that W degenerates for the dominant eigenvector. It is not easy to find the family of W matrices able to fulfill this condition for a specific text. Guha and Rossi propose a backwards mechanism to construct W from the different final activation vectors compatible with states which can be psychologically interpreted. In most cases, this mechanism is difficult to implement and the result is difficult to interpret in psychological terms.
Extending the connectionist features of the CI model

We have implemented some modifications that extend the connectionist characteristics of the CI model to deal with the three issues just mentioned. Our proposal, the CECI model – or Connectionist Extension of the CI model – takes the basic structural features of the CI model: the processing in cycles due to the limitations of working memory, the propositions as processing units and the two phases of processing, construction and integration. The main innovation of the CECI model is that the learning process, that is, the dynamics of change in the connection weights between propositions during text processing, is made explicit. Thus, learning consists in modifying the internal connections so that the internal input to each proposition will be the same as the external input from the environment, that is, the text. Ideally, after processing and connections have been stored in memory, when some pieces of information from the text (e.g., some important textual words) feed the net as input, the system should be activated in the same way as it was with the text. In other words, the ideal reader will be able to remember the text after reading it in the same way as when it was read. We will explain in detail how the CECI model proceeds and for the simulation we will use the fragment of text about heat which was used to exemplify the CI model. This way, the differences between CI and CECI will be apparent.

CECI incorporates a mathematical implementation used in other connectionist models, that is, the delta rule of learning (McClelland & Rumelhart, 1985). Another innovation is that CECI incorporates new parameters that may account for individual differences in text processing in three aspects: (a) activation of prior background knowledge, (b) ability to perform logical inferences and (c) time of text processing. We will explain all these innovations in the following sections.

Construction Phase

As with the CI model, the mechanism that specifies the construction of propositions is outside the CECI model. Once the propositions are constructed, they will be activated and interconnected. However, unlike the CI model, CECI incorporates a general mechanism to specify
the way in which each constructed proposition will be activated by textual input and will be interconnected with others.

For CECI, each proposition receives input from the text being read in a cycle. In every cycle, text input is represented by vector $t$, whose components are the number of times each word processed in the cycle is repeated in the text processed in that cycle (see Table 1, vector $t$ for the text about heat). In order to avoid undesirable effects due to differences in length of the text processed in a cycle, we will divide vector $t$ by the total number of words in that cycle.

Each proposition $i$ has another specific vector associated with it, called $w_i$, in which each component $w_{i\alpha}$ is the external weight of the connection between word $\alpha$ and proposition $i$. This weight takes as initial constant value 0, when the $\alpha$-th word is not present as an argument of proposition $i$, and a positive value $w_{i\alpha}$, when the $\alpha$-th word is present as an argument of proposition $i$. In the matrix that represents the processing of the sentence about heat (see Table 1), we assigned 1 as initial value when the $\alpha$-th word is present as an argument of the proposition; otherwise, the value is 0. The external weights regulate the intensity of the external connection between each proposition and the environment, i.e., the text. In every cycle, the value of the external weights can vary from $w_{i\alpha}(0)$ to a maximum of $w_{i\alpha}\text{max} = 1$. This depends on the processing; higher values indicate stronger connections between the text and the constructed propositions, which means deeper processing in psychological terms.

The value of the external input to each proposition $i$ is mathematically constructed by multiplying the components of vectors $t$ and $w_{i\alpha}$ (scale product):

$$e_i = \sum_{\alpha} t_{\alpha} \cdot w_{i\alpha}$$  \hspace{1cm} (5)

A number of consequences of our procedure of activating propositions from external input should be noted. First, the value of external input $e$ varies from 0 to 1. If a proposition included all the words of the textual fragment read, the scale product (5) would take maximum value 1. Second,
simple propositions that contain few textual words, (e.g., T4: OF (difference, temperature)) reach lower activation than complex propositions whose arguments are other propositions (e.g., T5: BECAUSE (T1, T4)). However, complex propositions are less likely to be constructed by a reader than simple propositions. Third, textual propositions reach higher activation than propositions coming from the reader’s prior background knowledge when the arguments of the prior background knowledge propositions are not explicit in the text. Finally, though the CI model has simulated predictive and bridging inference generation phenomena (Schmalhofer, McDaniel & Keefe, 2002), in the CECI model we only consider simple logical inference propositions constructed during the processing of the text input. These propositions are activated by a combination of some antecedent propositions through a procedure that will be explained later on.

In order to exemplify how our model works, and to compare it with the CI model, we shall take the same fragment of the text we analyzed before:

(1) Heat is energy transferred from one body to another because of a difference in temperature. The unit of heat is the calorie.

It can be shown that the maximum value of $\xi$ for propositions T1, T5 and INF1 is $4/12 = 0.333$, $7/12 = 0.583$, and $2/12 = 0.167$, respectively.

Apart from receiving external input $\xi$ from the text, each proposition may also receive excitatory or inhibitory signals from other propositions. Those connections between pairs of propositions are internal connections. There are two types of internal connections; namely, binary connections and $Y$-connections. Binary connections can be established between: (a) two T-propositions, (b) two K-propositions, and (c) a T-proposition and a K-proposition. $Y$-connections are inference pi-sigma connections (Rumelhart & McClelland, 1986) established among three propositions; one of these is an INF-proposition, while the other two are one of the three possible combinations mentioned before. In our example, INF1: NEG-IS-A (heat, sensation) is connected to textual proposition T1: IS-A (heat, energy-transferred) and the proposition from prior background
knowledge K2: NEG-IS-A (energy, sensation). It should be noted that, unlike the CI model, self-connections are not allowed in our model.

Connections have an internal weight associated with them. The internal weight for binary connections can be either positive, which corresponds to mutual excitations, or negative, i.e., a weight between propositions which are explicitly and mutually contradictory. Therefore, each proposition may receive an excitatory or inhibitory signal from the neighboring propositions in a cycle. The initial value of the internal weight between two propositions in every cycle is 0, except for propositions from the previous cycle remaining in the reader’s working memory. It is also possible that two K-propositions have an initial weight higher than 0, when they are already connected in the reader’s mind. As a consequence, it is only external input e that feeds the processing system. At the beginning of each cycle, all activations are null.

**Internal binary weights** are represented by $p_{ij}$, where $j$ and $i$ are the number of the interconnected propositions. It should be noted that $p_{ij}$, as in the CI model, can be negative when the two propositions are contradictory. For the binary connections, the internal input to unit $i$, $i_n_i$ is the sum of all the individual weighted signals sent to this unit:

$$i_n_i = \sum_{j \neq i} a_j p_{ij}$$  \hspace{1cm} (6a)

where $j$ refers to all the units in the cycle, except $i$; $a_j$ is the current activation of unit $j$, and $p_{ij}$ is the current value of the connection weight from unit $j$ to $i$.

**Inference weights** corresponding to Y-connections are represented by $p_{ijk}$, where $i$ represents the inference, and $j$ and $k$ are the respective numbers of the interconnected antecedent propositions (either T- or K-propositions). Thus, this weight involves three propositions. For an inference concerning a Y-connection, the internal input to a $i$ unit is:

$$i_n_i = 2.(a_j \cdot a_k)^{1/2} \cdot p_{ijk}$$  \hspace{1cm} (6b)
where \( j \) and \( k \) refer to the two antecedent propositions from which proposition \( i \) is inferred. The square root of the product of both activations is coherent with the dimensionality of the equation (6a) and with logic: only when both antecedent units are active can inference be activated.

As can be seen, internal input depends on both the activation of neighboring propositions and on the strength of the connections. It should be noted that in our model, internal weights are not symmetric (i.e., \( p_{ij} \) may be different from \( p_{ji} \)). This asymmetry is also a characteristic of van den Broek and his colleagues’ Landscape Model of Reading (van den Broek, Risden, Fletcher, & Thurlow, 1996; van den Broek, Young, Tzeng, & Linderholm, 1999), though it is not included in the CI model. Mathematically, asymmetry implies that the weight connecting a simpler proposition to a complex one can be higher than the weight connecting a complex proposition to a simpler one. Asymmetry is very important for simulating the reader’s recall, as it implies that complex propositions can be more highly activated than simpler ones, and thus the probability that they will be recalled is also higher.

To summarize, each proposition constructed by the reader in a cycle receives two types of signals, one coming from the text (external input \( e \), equation 5), and another one coming from its neighboring propositions (internal input \( in \), equations 6a and 6b). The total input to a unit \( i \), which is called the net input, is the sum of internal and external inputs:

\[
\text{net}_i = e_i + \text{in}_i = \sum a_j t_{ij} \cdot w_{j\cdot i} + \sum a_j p_{ij}
\]  

for binary connections to unit \( i \)

\[
\text{net}_i = 2 \ (a_i \cdot a_k)^{1/2} \cdot p_{ik}
\]  

for Y-connections when \( i \) is an inference from units \( j \) and \( k \). Note that inferences are activated by other propositions, but not by the text.

Thus, every proposition is activated or inhibited to a higher or lower degree, according to the value of the total input \( \text{net}_i \).

Integration Phase
As in the CI model, in our extension, the result of the construction phase may be a network with incoherent or even contradictory nodes. It is at the end of the integration phase that coherence, which is simulated by the stabilizations of the activations and connections, is attained. However, in the CECI model, both the activation of propositions and the connection weights between nodes change, and this means learning in connectionist terms. Moreover, changes in the weights have an influence on the activation of units and vice versa, which simulates the changes occurring during text processing in the reader’s mind. In the following sections, we will explain how all these changes are mathematically implemented.

**Activation rule.** The activation value of a proposition is a real number that indicates the level of response of the proposition to the net input. The activation rule is non-linear (Rumelhart & McClelland, 1986) and produces activation values that range between 0 and 1, though the limits −1 and +1 could be adopted without significant structural changes. In every iteration, CECI calculates the increase or decrease in activation, keeping the value gained or lost by the previous repetition in memory. For unit \( j \), with an activation value \( a_j \) at a given moment, the equations for the change of activation are:

\[
\Delta a_j = E \text{ net}_j (1-a_j) - D a_j \quad \text{if net}_j > 0 \quad (8a)
\]

\[
\Delta a_j = E \text{ net}_j a_j - D a_j \quad \text{if net}_j < 0 \quad (8b)
\]

where \( E \) is a parameter which regulates the rate of increase or decrease of activation; \( D \) is a decline rate; \( a_j \) is the activation value in the iteration just before the one being calculated; and \( \text{net}_j \) is the sum of all internal and external input to unit \( j \). That is, activation will increase if net input \( \text{net}_j \) is positive and the value of \( a_j \) is not the maximum possible, 1. Activation will decrease if the value of \( \text{net}_j \) is negative. Additionally, for an excitatory signal (equation 8a), the increase is larger when the current activation is far from the maximum, but it is smaller when the activation is near the maximum. In the same way, for an inhibitory signal (equation 8b), the decrease becomes smaller as the value of the activation is lower, i.e., as it is closer to the complete deactivation of the unit.
The new activation value in each iteration $a_i'$ will be:

$$a_i' = a_i + \Delta a_i$$ \hfill (9)

It should be noted that, initially, all the activation values are null, except for the propositions carried over from previous cycles. According to Kintsch (1998), the pattern of activation in the network indicates the role that each node plays within the network, and may be considered a measure of the importance of each node in the reader’s mind at a certain time.

**The learning rule.** One of the most important characteristics of a connectionist network is the capacity to learn from the environment. In practice, the rules of learning must specify how weights change during processing. This change is performed through a continuous interaction between the network and the environment. In the CECI model the reader’s learning is represented by the capacity of the network to reproduce the same or a similar pattern of activation of the network, only with the activation of some pieces of information from the text. If the network behaves in a similar way as when the textual input was complete, it means that the reader has stored both the text propositions and their connections during reading. Initially, interconnection weights are 0, but they change during processing, and in connectionist terms this represents the process of learning.

In general terms, the process of change is as follows. Every time the network interacts with the environment, i.e., with the text, every node in the network receives external input. Then, the internal connections of the propositions are adjusted in order to reduce the distance between the signal received from the neighboring propositions (internal input) and the signal received from the external input. At the same time, the external connections of the propositions with the text input rise by increasing the weight of the connection between every proposition and the textual words. As our model is synchronic, the adjustment of the weights takes place in each iteration when activation changes, and occurs simultaneously in all the connections in the cycle.

The way external weights change is implemented by a modification of the rule used by Grossberg (1980; Rumelhart & Zipser 1986):
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\[ \Delta w_{i,\alpha} = \phi \alpha (w_{i,\alpha,\text{max}} - w_{i,\alpha}) \]  

(10)

where \( a_i \) is the activation of unit \( i \); \( w_{i,\alpha} \) is the value of the connection from word \( \alpha \) to unit \( i \); \( w_{i,\alpha,\text{max}} \) is the maximum possible value of this connection (see example in Table 1); and \( \phi \) is the parameter that controls the rate of weight increase in every iteration. If the network is exposed to the environment long enough (enough number of iterations), which means deep processing in psychological terms, the external weights would reach values very close to the maximum. However, if the network is not exposed long enough, i.e., there are few iterations or little processing in psychological terms, the external weights would be close to the initial values.

The internal connection weights are also modified, but the way this is mathematically implemented depends on the type of connection considered, that is, excitatory, inhibitory or inferential.

(a) **Excitatory connections.** As we noted in the previous section, the connection weights between T-units, or between T- and K- units are initially 0. They change according to McClelland and Rumelhart’s (1986) delta rule, i.e., the weights must be adjusted in such a way that the internal connections reproduce the pattern of activation produced from external input to that unit. In other words, the effect produced in the network by the text will be reproduced without the text. The delta value for the \( (i) \) unit is defined as follows:

\[ D_{ta_i} = e_i - in_i \]  

(11)

If \( D_{ta_i} \) is positive, this means that the units neighboring \( (i) \) are not producing enough activation to this unit. The system should react by increasing internal input \( in_i \). In contrast, if \( D_{ta_i} \) is negative, internal input is too high, and it should decrease. If \( D_{ta} \) is zero, no change is needed. Accordingly, internal weights \( p_{ij} \) between two T-units or between a T-unit and a K-unit, must be modified in the following way:

\[ \Delta p_{ij} = \alpha D_{ta_i} a_i \]  

(12a)
which constitutes the delta rule of learning, where $p_{ij}$ is the connection weight from unit (j) to unit (i). In each iteration, $a_i$ is the activation of unit (j) in the previous iteration; $\Delta a_i$ is the difference between internal and external inputs to unit (i) in the previous iteration; $\alpha$ is a parameter which controls the rate of the changes in the internal weights during each iteration. In equation (12), if $\Delta a_i$ is positive, weight $p_{ij}$ increases, and the activation coming from unit (j) will increase, thus raising the value of the next internal input $in_i$. If $\Delta a_i$ is negative, the weight decreases and reduces the subsequent value of $in_i$. The value of all internal weights is stabilized when internal input equals external input, ($\Delta a_i = 0$, according to equation 11).

It should be noted that equations 8, 9, 11 and 12a determine the weight value $p_{ij}$, even though the initial value is 0. At the beginning, a positive external input $e$ will mean positive net ($\text{net} > 0$), which will produce an activation value higher than 0, although initially $a_i$ and $p_{ij}$ have null values (equations 8 and 9). On the other hand, with a non-null activation value, the value $\Delta a_i$ (equation 11) may be calculated, as well as the change for the weight value (equation 12a), which will produce a non-null value for $p_{ij}$. Thus, from the first iteration, the activation and weight values are non-null, and the system uses those values in the next iterations until they are stabilized.

During the first reading of the text, the pre-existing connections with non-null value, that is, the connections between the two K-units of prior background knowledge, are also modified as a consequence of the process described above. In this case, and also when the network is activated in further readings, all the internal weights are modified according to Hebb’s rule for the excitatory connections:

$$\Delta p_{ij} = \gamma a_i a_j$$

(12b)

where $\gamma$ is a parameter that controls the change in the weights in each iteration. It should be noted that equation 11 is used to learn the connection between a T-proposition and another T-proposition or K-proposition in the presence of the text. Nevertheless, equation 12 is used to update the
connection value between two units with a connection that had been learnt before (the connection between two propositions of prior background knowledge).

(b) **Inhibitory connections.** In the case of inhibitory connections for any pair of contradictory propositions, the anti-Hebb rule is used in such a way that the weight value decreases:

$$\Delta p_{ij} = -\eta a_i a_j$$  \hspace{1cm} (13)

where $\eta$ is a parameter that controls the weight change in each iteration. Equation (13), together with the activation rule (equations 8a and 8b) and the fact that weights $p_{ij}$ are not symmetrical, tends to nullify the activation value of one of the two contradictory propositions.

(c) **Y-connections to process inferences.** Finally, for connections among propositions that process inferences, it is necessary to define a relationship between three propositions, the two premises and the inference. To simulate this three-fold situation in our model, we use a modification of Hebb’s rule:

$$\Delta p_{ijk} = \beta a_i (a_j + a_k)/2$$  \hspace{1cm} (14)

where $\beta$ is the parameter that controls the weight change, (i) is the unit associated with the inferred proposition, and (j) and (k) are the previous proposition units which give rise to the inference.

In the mathematical implementation of each cycle, the process of calculating activations and weights, which involves equations (7) to (11-14), is repeated iteratively until the system stabilizes in fixed values for the activations of all the units involved. The values of the activations and of the weights change in each iteration, which means that the system learns.

Once the integration phase is finished, the values of the internal weights between propositions are stored in long-term memory. When a cycle has finished, and processed propositions do not receive external input any longer, activations decrease until they reach null value, and the weights are weakened due to inactivity. In the CECI model, the decrease of the weight values is a percentage of the last increase. Our model does not include a progressive decrease of activation as the cycles begin again, like van den Broek et al.’s Landscape Model (van
den Broek, Young, Tzeng, & Linderholm, 1999). This could be easily incorporated, and it would produce a sort of landscape of activations of the processed propositions.

As in other connectionist models, what the reader has stored in long-term memory after processing is the set of weights, but not the activation values. That is, the representation of the text that remains in long-term memory is represented by the set of weight values between propositions. Then, when some pieces of information stored in memory are activated, the complete pattern of connections stored during processing may be wholly reactivated. In our model, those pieces of information could be significant textual words (e.g., text title or main concepts). Therefore, our extension eliminates the CI model’s distinction between matrix W, where processing takes place, and matrix M, which simulates what the reader recalls.

**Parameters of the model and the simulation of individual differences in recall**

Our model includes a number of parameters, some of which are common to all readers, while others must be adjusted for each reader. The parameters which are common to all readers are E and D, which control the rate of change in the activation values. The parameters that should be adjusted to different readers are \( \alpha, \gamma, \eta, \beta \), which regulate the rate of change of the internal weights with the delta rule, Hebb’s rule, the anti-Hebb rule and the modified rule for inferences, respectively.

Other parameters that could be adjusted for each reader are \( w_{ij}(0), p_{ij}(0), p_{ijk}(0), \) and \( in(0) \). Parameter \( w_{ij}(0) \) is the initial value of the internal connection between word \( \alpha \) and proposition \( i \). Parameter \( p_{ij}(0) \) is the initial, residual and stored value of the connection between any two contradictory propositions; it indicates the reader’s skill at detecting two contradictory pieces of information processed in a cycle. Parameter \( p_{ijk}(0) \) represents the initial, residual and stored value to make Y-connections; that is, readers may have developed different skills to make logical inferences. Parameter \( in(0) \) represents the action of an unknown part of the network of the reader’s prior background knowledge to every K-proposition, incorporated into the system (K1: IS A (heat
sensation) and K2: NEG-IS A (energy sensation) in our example). That is, every time a proposition Kx is activated, an unknown part of the reader’s prior background knowledge will also be activated due to the pre-existing connections stored in the reader’s LTM, and it will return an input to Kx called inx(0). The value of this parameter will depend on the specific configuration of the reader’s prior background knowledge network, which is unknown in the simulations.

Again, we use the same fragment of the text about heat we have already analyzed in order to examine how CECI simulates individual differences. We focus on one of the parameters just mentioned: initial prior background knowledge about some ideas related to the information of the text. A reader (Reader-1) could have a clear prior idea that heat is a sensation, i.e., proposition K1, which is easily activated when they read the text, and a vague prior idea that energy is not a sensation, proposition K2, which means low initial activation value. We assign initial values to these two propositions, inK1(0) = 0.35 and inK2(0) = 0.05. Another reader (Reader-2) has vague prior knowledge of both propositions, which would correspond to values inK1(0) = 0.1 and inK2(0) = 0.1.

The values given to the rest of parameters to both readers are the following: E = 0.50; D = 0.25; α = 0.002; β = 0.010; γ = 0.002; η = 0.005; P_{INF,T1,K2}(0) = 0.50; φ = 0.02; dc(0) = -0.50; wi,α(0)= 0.20 ; wi,α max = 1. As can be seen, in order to avoid the instability inherent in non-linear equations and abrupt changes in the activation and weight values, the values of the parameters for the equations involved in weight changes are very low, between 10^{-2} and 10^{-3}. Another possibility is to substitute the corresponding parameters of Hebb’s rule, γ, η, β, for the parameters γ^n, η^n, β^n, where n is the iteration number. As γ, η, β are lower than 1, when we raise them to the natural power of n, their values decrease in each iteration and change decreases in each step, thus facilitating the convergence to stable values. Finally, as to the decline in connection weights, the percentage of decrease has been set to 75% of the last increment.

For the two readers, the initial activation vector for propositions T1, T2, T3, T4, T5, T6, T7, K1, K2, INF1, is:
A(0) = (0,0,0,0,0,0,0,0,0,0),

For Reader-1, the final activation vector is:

\[ A_{\text{final}} = (0.48, 0.31, 0.40, 0.31, 0.61, 0.48, 0.31, 0.35, 0.22, 0.42) \]

As can be seen in the final vector, the most highly activated proposition for this reader is the complex causal proposition T5: BECAUSE (T1, T4). The final values for the internal weights are

<table>
<thead>
<tr>
<th>Sending units</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>0.03</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>W=</td>
</tr>
<tr>
<td>0.04</td>
</tr>
<tr>
<td>0.02</td>
</tr>
<tr>
<td>-0.01</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

The final weight for the inference connection from T1 and K1 to INF1 \( p_{\text{INF1,T1,K2}} \) is 0.612.

If now we simulate Reader-1’s recall by re-activating the network with the word heat, the result is the following:

\[ A_{\text{recall}} = (0.24, 0.05, 0.08, 0.05, 0.28, 0.24, 0.05, 0.44, 0.10, 0.09) \]

This indicates that the most highly activated proposition is K1, followed by T5, T1 and T6, but that INF1 proposition gets much lower activation. In other words, CECI predicts that the prior knowledge idea that heat is a sensation will continue being very active in the reader’s Long-Term Memory, whereas the inference heat is not a sensation will not appear in the recall protocol. It
should be noted that for the CECI model, the word chosen to re-activate the network has an impact on the final activation. That is, if another word had been chosen to reactivate the network, the final activation vector would have been different, which is psychologically plausible.

The results of the simulation for Reader-2 are quite different. This reader had much less prior knowledge of proposition K1 and a slightly better prior knowledge of proposition K2 (energy is not a sensation). In this case, the final activation vector is the following:

\[
A \text{ (final)} = (0.46, 0.28, 0.38, 0.28, 0.59, 0.46, 0.28, 0, 0.25, 0.54)
\]

This indicates that INF1 (heat is not a sensation), which contradicts K1, gets highly activated, whereas K1 reaches the lowest activation. This means that the inference has reduced the initial low activation of K1. The internal weights are very similar to those mentioned above with the following exception: \( p_{\text{INF1,T1,K2}} = 0.701 \) and \( p_c = -0.50 \). If now we re-activate the network with the word heat to simulate the reader’s recall, the final activation vector is:

\[
A \text{ (recall)} = (0.22, 0.03, 0.06, 0.03, 0.25, 0.22, 0.03, 0.07, 0.16, 0.38)
\]

The activation of INF1 continues to be very high, whereas it is very weak for K1. In other words, CECI predicts that the idea that heat is not a sensation would be included in this reader’s recall protocol, along with propositions T5, T1 and T6, whereas the vague contradictory prior knowledge would not be apparent.

To summarize, CECI can easily deal with individual differences in recall by introducing small differences in some parameters, such as prior background knowledge. Other possibilities will be explained in the following section in which CECI predictions are tested against empirical data.

**Testing the CECI model**

The CECI model was tested against two sets of data. The first was an empirical study on conceptual change in science in which CECI predictions are tested against the recall scores of two students with different prior background knowledge. The second set of empirical data comes from
Otero and Kintsch’s (1992) study on failure to detect contradictions in a text. There we show that CECI predictions fit empirical data better than the CI model.

Prediction of students’ recall

In order to test the model, we compared the results of an empirical study on conceptual change in science to the predictions made by the model. The empirical study was conducted with a group of undergraduate students at the School for Teachers at the University of Valencia, who differed in their background knowledge about heat, temperature and heat transfer (Padilla, 2000). Some of them had many misconceptions about heat and temperature, while others had well-elaborated scientific knowledge acquired at school.

In the empirical study, the information regarding the previous background knowledge of the students was obtained through a number of tests: an open-ended questionnaire, a multiple choice test, a concept map, and some observation and explanation from an experiment in the lab. Then, the participants read a scientific text where the notions of heat, temperature and heat transfer were explained. Part of the text was the same for all the participants, whereas another part was especially designed to refute the specific misconceptions detected for every student. After reading the text, the students were asked to answer literal and inference questions in order to promote conceptual change. Students were allowed to re-read the text to answer the questions. Finally, the students’ comprehension was tested with a recall test.

To test the CECI model we compared the recall data of two students to CECI predictions. Both subjects showed good reading skills but differed considerably in their prior background knowledge. One of the students had very little scientific knowledge and many misconceptions about heat, temperature and heat transfer, whereas the other student had a great deal of scientific knowledge and very few misconceptions. Both students showed significant learning after reading the text (Padilla 2000).
The recall protocol of both students was compared to the most highly activated propositions in the connectionist network produced with the CECI model for each of the students.

The propositions forming the network for each student (T-propositions, K-propositions and INF-propositions) were obtained in the following way. T-propositions were obtained by dividing the text into propositions. K-propositions; that is, propositions coming from the reader’s background knowledge, were detected from the answers of every student to the prior background knowledge tests. INF-propositions were obtained by analyzing the recall protocol of the two students. All the inferred ideas included in every recall protocol were selected. Then, those inferred ideas which could be obtained by combining either two T-propositions, a T-proposition and a K-proposition, or two K-propositions, by applying simple syllogisms such as modus tollens or modus ponens, were considered. It should be noted that these inference propositions were the minimum necessary to account for the information recalled by the student. The network was processed according to the CECI model previously explained. The final result is the stored value of the connection weights within each cycle and between cycles.

The values of the parameters used in the simulation were as follows: $E = 0.50$; $D = 0.25$; $a = 0.25$; $\gamma = 0.35$; $p_{ij}(0) = -0.20$; $w_{ij}(0) = 0.75$, $w_{in, max} = 1$. The parameters that should be adjusted for each student were chosen from a narrow range. For the reader with deeper prior background knowledge and few misconceptions, the definite values were chosen from the following range:

\[
\text{in}(0) = 0.05 - 0.5; \quad p_{ijk}(0) = 0.30 - 0.80; \quad \eta = 0.35 - 0.50; \quad \beta = 0.35 - 0.45.
\]

For the reader with less prior background knowledge and many misconceptions, the values were chosen from the following range:

\[
\text{in}(0) = 0.05 - 0.35; \quad p_{ijk}(0) = 0.75 - 0.85; \quad \eta = 0.80 - 0.90; \quad \beta = 0.75 - 0.85.
\]

In this simulation, we used parameters $\gamma^n$, $\eta^n$, $\beta^n$, where $n$ is the iteration number, instead of $\gamma$, $\eta$, $\beta$, in order to avoid the instability inherent in non-linear equations and the abrupt changes in the activation and weight values that were mentioned in the previous section. In each case, the value
that best fitted the empirical results was chosen. The weakening of the internal weights was established at 75% of the value of the last increment, and the decline of external weights was 50% of the last increment.

Once the processing was simulated, the following five textual words were activated: heat, temperature, energy, conductor, and insulator. The same five words were given to the students to activate their recall. It should be noted that the words were important concepts in the text and that they were the arguments of many propositions. Therefore, those words spread their activation throughout the network, activating many propositions, though none of them reached maximum activation as none of the terms corresponded to a complete proposition. Finally, the system stabilized, showing the final activation of each proposition. It was assumed that the most highly activated propositions were those that the students would include in their recalls.

Figure 1 shows the distribution of the activation of propositions for the simulation of the student with little prior background knowledge. The distribution for the student with deep prior background knowledge was very similar.

As can be seen in Figure 1, the number of propositions as a function of the activation is distributed with a bi-modal shape. The group of propositions with the highest level of activation values is located on the right. It was predicted that they would be the most frequently recalled propositions.

To test CECI prediction against these empirical data, a threshold value $t$ was established. It was assumed that all the propositions with an activation value equal to or higher than $t$ would be included in the recall protocol. However, other propositions could be recalled, but their activation value would be below $t$. Finally, other propositions would not be recalled at all, some of which would reach a value equal to or above $t$, whereas some others would have a value below $t$. These four possibilities are represented in Table 2.
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PLEASE, INSERT TABLE 2 ABOUT HERE

From Table 2, three characteristics of the simulation can be established: (1) Sensitivity, or the capacity for the simulation to identify propositions recalled by the student, which are propositions with an activation value equal to or above \( t \), that is, \( A/(A+B) \); (2) Specificity, or the capacity to identify non-recalled propositions, which are propositions having an activation value below the threshold value \( t \), that is, \( D/(C+D) \); and finally, (3) diagnostic effectiveness, or the capacity to identify both recalled and non-recalled propositions, that is, \( (A+D)/(A+B+C+D) \). These three indices take values between 0 and 1, and they should be high enough simultaneously for the simulation to be considered acceptable.

PLEASE, INSERT FIGURES 2a AND 2b ABOUT HERE

Figures 2a and 2b show the three indices, i.e., sensitivity, specificity and diagnostic effectiveness, as a function of the threshold value \( t \), for the simulation of the recall of the students with high and low prior background knowledge, respectively. As can be seen, there is a range for the threshold value \( t \) for which the three indices are simultaneously high. For example, for the student with high prior background knowledge (Figure 2a), the three indices are higher than .75 when \( t \) reaches a value between .63 and .67. More specifically, when \( t \) is equal to .66 the values are .92; .84 and .94 for sensitivity, specificity and diagnostic effectiveness, respectively. For the student with low prior background knowledge (Figure 2b), the three indices are higher than .75 when \( t \) reaches a value between .60 and .64. When \( t \) is equal to .63, sensitivity, specificity and diagnostic effectiveness reach the value of .92; .84 and .94, respectively. This means that for the optimal threshold activation values -.66 and .63 -, more than 9 out of 10 propositions are correctly identified as both recalled, and recalled and non-recalled simultaneously. It should also be noted that all the information actually recalled by the two students was included within the subgroup of the most activated propositions represented in Figure 1.
We have just showed that the simulation for a low-knowledge reader has enough sensitivity, specificity and diagnostic effectiveness to capture the behavior of a low-knowledge reader, and that the simulation for a high-knowledge reader also has sensitivity, specificity and diagnostic effectiveness to capture the high-knowledge reader’s behavior. However, to better test the model we computed the sensitivity, specificity and diagnostic effectiveness corresponding to the high-knowledge simulation for the low-knowledge reader and vice versa, i.e., to compute the three indices corresponding to the low-knowledge simulation for the high-knowledge reader. If our simulation is adequate to capture individual differences, then the three indices should be worse now than before. The results of both simulations are represented in Figures 3a and 3b, respectively.

As can be seen in both Figures 3a and 3b, there is no threshold value $t$ for which the three indices, i.e., sensitivity, specificity and diagnostic effectiveness, are simultaneously high enough. Moreover, when diagnostic effectiveness reaches high values, for example, higher than .75, predictions of recall, i.e., sensitivity, are very low, around .25 for the two simulations (see Figures 3a and 3b). It should also be noted that those simulations can not give an account of the entire recall, even when all the activated units are taken into account (i.e., sensitivity max $\approx 0.70$ when $t = 0$). Therefore, the simulation now is worse than it was when the parameters corresponding to the low-knowledge reader were applied to the low-knowledge reader’s recall, and vice versa. To conclude, it can be stated that the CECI model fits the individual differences in recall obtained by Padilla (2000) quite well.

Failures to detect contradictions in a text

Otero and Kintsch (1992) showed that the CI model could simulate empirical data on students’ failure to detect contradictions in a text. Otero and Kintsch asked a group of 10th and 12th graders to read a short text of six sentences on superconductivity, where the second and the sixth sentences were explicitly contradictory (see the underlined sentences below).
Superconductivity is the disappearance of resistance to the flow of electric current. Until now it has only been obtained by cooling certain materials to low temperatures near absolute zero. That made its technical applications very difficult. Many laboratories are now trying to produce superconducting alloys. Many materials with this property, with immediate technical applicability, have recently been discovered. Until now superconductivity has been achieved by considerably increasing the temperature of certain materials.

The readers were instructed to read the text and indicate any difficulty understanding it, though they were not told about the contradiction between the two sentences. Then, the students wrote everything they could recall from the text. Otero and Kintsch found that only 40.3% of participants were able to detect the contradiction. After analysing the recall protocols, Otero and Kintsch classified the non-detectors students into different groups; the ones relevant for our purposes are the following two:

Type II: Participants that recalled that superconductivity had been obtained by cooling certain materials, but not the contradictory idea.

Type IV: Participants that recalled that superconductivity had been obtained by increasing the temperature of certain materials, but not the contradictory idea.

Then, Otero and Kintsch simulated empirical data of normal readers (detectors) and superficial readers (non-detectors of Types II and IV) with the CI model. According to the model, the contradiction is detected only when, in the last cycle, the two contradictory propositions, (UNTILNOW \( \exists \) OBTAIN (supercon, cool (material, temperature))) from cycle 2 and UNTILNOW \( \exists \) OBTAIN (supercon, increase (material, temperature)) from cycle 6, are simultaneously processed, and they both reach a non-null activation. Otherwise, the detection is not possible.

To simulate the reader’s recall, Otero and Kintsch adjusted some parameters in the CI model. First, the authors identified important propositions, i.e., the macropropositions, and they hypothesized that macropropositions should be processed differently than the rest. Then, all link strengths were set to 1 in matrix W, except for the self-strength of macropropositions, which was set...
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to 2 for detectors and 10 for non-detectors. It should be noted that neither the selection of a proposition as a macroproposition, nor the strength value for a link, derive directly from the CI model.

The CECI model assumes that the activation of the propositional network in a cycle depends on the text input. Accordingly, we simulated the differences between normal (detector) and superficial (non-detector) readers with the CECI model, by varying the exposition of the propositional network to the text, i.e., by varying the number of iterations in a cycle. It should be noted that for CECI, similarly to most connectionist models, the number of iterations has psychological meaning as the number of iterations is closely related to the time the system is exposed to the environment, which causes learning. Thus, the longer the system is exposed to the environment, the more learning is produced, though this relationship is not linear. Consequently, using the number of iterations to simulate the differences between detectors and non-detectors sounds logical for CECI, though it makes no sense for the CI model, as it does not incorporate this connectionist feature. In fact, a major goal of CECI is to incorporate some of the features of the usual connectionist models to the CI model.

We assumed that the number of iterations in the model is tightly related to reading times, as the more times the network iterates, the longer the system is exposed to the text. On the other hand, increased reading have empirically been found to be associated with the detection of inconsistencies in a text. For example, Albrecht and O’Brien (1993) and Poynor and Norris (2003) have found that readers show longer reading times when reading sentences inconsistent with a portion of a text previously read than when reading consistent sentences. Moreover, Long and Chong (2001, Experiment 1) found that good comprehenders read inconsistent sentences more slowly than consistent ones, whereas this difference was not apparent in the case of poor comprehenders. Therefore, we could assume that the poor readers’ (i.e., non-detector) behavior could be simulated
by allowing the propositional network to iterate fewer times, i.e., exposing it to the environment for a shorter time, than the propositional network of good readers (i.e., detectors).

Consequently, for normal readers, the network was allowed to iterate until the change of activation was smaller than 0.001. This simulates a reader who processes the text carefully and stores all the links among propositions in their LTM, which allows them to recover all the textual information after receiving any fragment of the text. To simulate the processing of superficial readers, the network was exposed to less textual input by stopping iterations when the change of activation was smaller than 0.05. Thus, the links among propositions are not so high as to allow recovery of all the information from the text after receiving any fragment. Therefore, the key difference between normal and superficial readers is the depth of processing in terms of the iterations needed to establish all the links among the propositions in every cycle.

It should be noted that in the CECI model, any proposition already processed in a cycle can be re-activated during processing. Thus, it is possible that, when the reader processes the sixth sentence, some propositions from the second sentence are re-activated because they share some arguments. This possibility should be greater for normal readers than for superficial readers, as they processed the text more. It should also be noted that neither prior knowledge propositions nor inference propositions were included in our simulation.

The parameters were adjusted to the following values:

\[ E = 0.50; \ D = 0.25; \ \alpha = 0.004; \ \gamma = 0.002; \ \eta = 0.002; \ \phi = 0.05; \ p(0) = -0.6; \ w_{ij}(0) = 0.2; \ w_{ij, \alpha, \max} = 1. \]  

The weakening of the internal weights was established at 75% of the value of the last increment and the decline of external weights was 50% of the last increment.

According to the CECI model, the processing of a normal reader is simulated by allowing the network to iterate until the change of activation is smaller than 0.001. This makes the external weights of connections between the text and the propositions reach the maximum value, and it also makes the internal weights between pairs of propositions adequate to reactivate the pattern of
connections among the propositions stored during processing. When cycle 6 begins, proposition P64: UNTIL-NOW\{OBTAIN (superconductivity, increase (material, temperature))\} from cycle 6 reactivates proposition P29: UNTIL-NOW\{OBTAIN (superconductivity, cool (material, temperature))\} from cycle 2 as they overlap in many arguments. At the beginning, proposition P29 had higher activation than proposition P64 (see Figure 4) since it had already been processed, and thus, its external weights were very high. However, after about 800 iterations, proposition P64 increases its activation because of the increase in connections between the proposition and the text, until it reaches a similar level of activation as proposition P29. Then, the contradiction is detected.

PLEASE, INSERT FIGURE 4 ABOUT HERE

If the network iterates less than 800 times in cycle 6, which means that sentence 6 is processed superficially, proposition P29 inhibits proposition P64. Therefore, the contradiction is not detected, and the reader will recall proposition P29 but not P64. This simulates non-detector Type II according to Otero and Kintsch’s classification.

A non-detector Type IV would be a reader who processes the whole text superficially. According to the CECI model, the networks in every cycle stop iterating when the change of activation is smaller than 0.05, which makes main propositions reach very low activation values, about 0.20. This makes the reactivation of proposition P29 from cycle 2 when cycle 6 begins very low, and it decreases after a few iterations; whereas activation of proposition P64 rises (see Figure 5). Thus, proposition P64 inhibits proposition P29. Therefore, the contradiction is not detected, and in this case the reader would recall proposition P64 but not P29. This simulates a non-detector Type IV.

PLEASE, INSERT FIGURE 5 ABOUT HERE

It should be noted that the way superficiality is simulated is similar for detectors type II and type IV: in both cases the key element is that the superficial readers’ behavior is simulated by allowing the system to iterate fewer times than in the simulation of detectors. In summary, the
CECI model simulates the differences between detectors and non-detectors (i.e., normal and superficial readers) in terms of the time the system is exposed to the environment (text); i.e., the number of iterations needed to establish all the links among propositions in every cycle, assuming that the differences in the number of iterations when modelling text processing simulate the differences in reading times in empirical studies.

Apart from studies on the detection of inconsistencies in a text (Albrecht & O’Brien, 1993; Poynor & Norris, 2003; Long & Chong, 2001), reading times have also been found to be related to deep processing in other domains, including text recall (Coté, Goldman, & Saul, 1998, Experiment 2), answering questions to on a text (Vidal-Abarca, Martínez, Gilabert & Sellés, 2005), and strategic text processing (Magliano, Trabasso & Graesser, 1999). Therefore, modelling differences between detectors and non-detectors through the number of iterations when processing the text is consistent with empirical studies which show that reading times decrease when processing demands increase, and that good comprehenders are more sensitive to those demands than poor comprehenders.

Apart from simulating the processing of normal and superficial readers, the CECI model can also predict detectors’ recall better than the CI model. As explained in the first section of this paper, the values in the main diagonal of matrix M obtained with the CI model are related to the probability of recall of each proposition. According to Otero and Kintsch (1992), the CI model underpredicted the recall of the two contradictory sentences, S2 and S6, but it overpredicted the recall of S3, S4 and S5 (see Figure 6). However, the predictions of the CECI model fit the empirical data of recall better, as explained below.

PLEASE, INSERT FIGURE 6 ABOUT HERE

To simulate CECI predictions for recall, we followed a procedure similar to that in the previous section. After simulation, the network was re-activated by activating the word superconductivity. It spread its activation throughout the network, activating all the propositions. It
was assumed that the most activated propositions would be those that the students would include in their recall protocols. The final activation levels for the main propositions in each sentence were as follows: S1: 0.50; S2: 0.56; S3: 0.17; S4: 0.12; S5: 0.14; S6: 0.39.

To test CECI prediction against the empirical data, we established a threshold value $t$, above which a proposition would be included in the recall protocol, as we did in the previous section. We could assume that value $t$ was normally distributed. According to this, the area within the Gaussian curve, abscissa axis and $t_j$ represented the percentage of population with a $t$ value lower than $t_j$. Therefore, these people could recall the propositions with an activation value higher than $t_j$. For one proposition with activation value $a$, the percentage of the population who could recall this proposition corresponded to the area in the $t$-distribution for $t$ values lower than $a$ (i.e., the activation was higher than the threshold). Accordingly, we could calculate the percentage of the population who could recall the main propositions of each sentence. As Figure 6 shows, a good fit to Otero and Kintsch’s data was obtained with a normal distribution of $t$ with mean value equal to 0.35 and standard deviation of 0.3. A similar procedure could be implemented to simulate non-detectors’ performance.

Conclusions

In this paper, we have presented a model that extends the connectionist features of Kintsch’s CI model (1988, 1998): the Connectionist Extension of the CI (CECI) model. One important innovation of the CECI model is that it simulates the process of learning from text. The model incorporates a connectionist algorithm to simulate the process of learning, i.e., the change in the connection weights between the nodes (propositions) in the network. The algorithm establishes a simple mechanism to simulate the process by which the connection values between propositions are created and changed during text processing. It is an important innovation because in the CI model the connections are established a priori by researchers and they do not change during processing. Furthermore, the CECI model simulates the processing of contradictory or mutually inhibiting
propositions more satisfactorily than the CI model, due to the asymmetry resulting from the processing. By means of this, the reader discards one of the contradictory propositions and accepts the other one. The CECI model also simulates the process of storing and retrieving information from long-term memory in a different way than the CI model. The CI model considers two matrices with different weights, one of them playing a part in the processing of each cycle, and the other one simulating the storage of relationships among propositions in long term memory. However, for the CECI model, the same matrix is used to simulate both the processing of the text and the storage of the links among propositions in long term memory.

The second innovation of the CECI model is that it takes into account two of the individual differences readers may bring to their reading. Only two are considered here, although others could be incorporated easily. First, apart from the background knowledge propositions incorporated into the network for the simulation, an unknown part of that background knowledge is also activated during processing, which also influences the network. This unknown component depends on the specific background knowledge of each reader and as such, it is a source of individual differences. The CECI model incorporates a parameter to simulate the influence of the activation of the unknown part of the reader’s background knowledge on actual processing. Second, readers differ in their ability to make inferences, which is essential for learning from a text. The CECI model incorporates a parameter to adjust the simulation to individual differences in making simple logical inferences such as modus ponens or modus tollens. These two free parameters are adjusted a posteriori. The range of their values has not been established yet, although a statistical study, which will investigate their distributions in the population, has been planned.

The third innovation of the CECI model is that it simulates the processing of superficial and normal readers in terms of differences in reading times by varying the number of iterations allowed in every cycle during the integration process. This parameter corresponds to the time the network is exposed to the environment (the text). A short exposition produces poor learning of the internal
weights between propositions, whereas an exposition that is long enough produces good learning; that is, the complete pattern of connections stored during processing may be wholly reactivated. This allows the model to simulate empirical results on text comprehension.

The comparison between the results of the simulation and the empirical results obtained with two participants in an empirical study is promising. Two students who differed in their previous background knowledge read and studied scientific texts and were then tested on inferences and recall. By establishing the appropriate threshold value for the propositions to be recovered from the network, the diagnostic effectiveness of the CECI model, i.e., the capacity to identify both recalled and non-recalled propositions, was above 0.90 for both participants. Moreover, most of the propositions actually recalled by both students reached the highest activation level in the simulation. We could also simulate the detection of contradictory sentences in a text, a phenomenon already simulated with the CI model (Otero and Kintsch, 1992). The CECI model not only simulates the pattern of empirical results found by Otero and Kintsch with normal and superficial readers, but it also fits results on recall better than the CI model.

Other researchers have also constructed connectionist implementations grounded on the psychological bases of Kintsch’s CI model. A relevant example is van den Broek and his colleagues’ Landscape Model (van den Broek, Risden, Fletcher, & Thurlow, 1996; van den Broek, Young, Tzeng, & Linderholm, 1999), where the processing units are concepts and propositions. The mathematical implementation of the activation and deactivation rule of each concept, cycle after cycle, is especially relevant in this model. If we consider how each concept is activated from process cycle to process cycle, we obtain a general picture of the relative importance of each piece of information in any given moment and we can make reasonable hypotheses about the reader’s recall. Important aspects of this model, such as the dependency of subsequent activation on previous values and on existing connections, or the directionality of the connections (asymmetry), are shared by the CECI model. Another feature of the Landscape model, such as a rule for the gradual decrease
of activation through the processing cycles, could be incorporated into the CECI model without major structural changes. This would reproduce the simulation in a similar way to the Landscape Model, but would use propositions instead of concepts. Other components of the Landscape Model, such as the limited pool of activation, or auto-connections, are not present in the CECI model.

Some features of the CECI model need further investigation. One concerns one of the main goals of the model, that is, to deal with individual differences in text processing. For instance, the CECI model is very sensitive to small changes in the parameters of the model. For certain ranges, small changes in the values produce significant differences in the results, which is a common feature of many non-linear systems. Another feature related to individual differences is the distribution of the values of parameters in the general population. It is necessary to know the distribution of some parameters (e.g., the ability to make logical inferences) to simulate a wide range of phenomena.

Another area for further investigation is that the CECI model does not incorporate a procedure to simulate the reader’s recall. That simulation involves a complex process which is strongly influenced by the piece of information used as stimulus to reactivate the network. Another feature that needs to be investigated is how the textual input activates propositions. CECI’s general mechanism is extremely simple in psychological terms, but it is obvious that among textual words and propositions there are complex processes mediated by grammar, among other elements.
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Footnotes

1Note that it is inconsistent that CI could predict the recall of a complex proposition (e.g., T5), but not of the simpler propositions embedded in it (e.g., T1 and T4). Here, the values in the main diagonal for T5 and T1 are high, which indicates a high probability of recall for the two propositions, but it is not the case for T4, which is logically inconsistent. This is a problem not just to the CI model, but also to all proposition-based models of text comprehension, such as the CECI model.

2We suppose that the readers keep special attention to the first sentence. Then the net in the first cycle stops when the change in the activations is smaller than 0.0002. For the other sentences the net stops when the change in activation is smaller than 0.001.
Table 1. Propositions, text vector ($t$) and maximum possible strength of the external connection of each proposition to the words in the text ($w_{ij,max}$) for the sentence about heat.

<table>
<thead>
<tr>
<th>Propositions</th>
<th>Heat</th>
<th>Energy</th>
<th>Transference</th>
<th>Body</th>
<th>Because</th>
<th>Difference</th>
<th>Temperature</th>
<th>Unit</th>
<th>Measure</th>
<th>Calorie</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>2/12</td>
<td>1/12</td>
<td>1/12</td>
<td>2/12</td>
<td>1/12</td>
<td>1/12</td>
<td>1/12</td>
<td>1/12</td>
<td>1/12</td>
<td>1/12</td>
</tr>
</tbody>
</table>

$w_{ij,max}$: maximum value for the external weights

Cycle 1: Heat is energy transferred from one body to another because of a difference in temperature. The unit of heat is the calorie.

| $w_{T1a}$ | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $w_{T2a}$ | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $w_{T3a}$ | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| $w_{T4a}$ | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| $w_{T5a}$ | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| $w_{T6a}$ | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| $w_{T7a}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| $w_{K1a}$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $w_{K2a}$ | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $w_{inf}$ | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
Table 2. Classification of propositions depending on empirical data (i.e., recall) and the simulation (i.e., equal to, above or below the threshold value $t$)

<table>
<thead>
<tr>
<th>Threshold $t$</th>
<th>Propositions actually recalled</th>
<th>Non-recalled propositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propositions with activation equal to or above $t$</td>
<td>A</td>
<td>C</td>
</tr>
<tr>
<td>Propositions with activation below $t$</td>
<td>B</td>
<td>D</td>
</tr>
</tbody>
</table>
Figure 1. Distribution of the activation of propositions for the simulation of the student with little prior background knowledge.
Figure 2a. Values of diagnostic effectiveness, sensitivity and specificity as a function of the threshold value $t$, for the simulation of the recall of the student with high prior background knowledge.
Figure 2b. Values of diagnostic effectiveness, sensitivity and specificity as a function of the threshold value $t$, for the simulation of the recall of the student with low prior background knowledge.
Figure 3a. Values of diagnostic effectiveness, sensitivity and specificity as a function of the threshold value $t$, for the high-knowledge simulation applied to the low prior background knowledge student’s recall.
Figure 3b. Values of diagnostic effectiveness, sensitivity and specificity as a function of the threshold value $t$, for the low-knowledge simulation applied to the high prior background knowledge student’s recall.
Figure 4: Evolution of the two contradictory propositions in the last cycle for normal readers.
Figure 5: Evolution of the two contradictory propositions in the last cycle for superficial readers.
Figure 6. Recall of text sentences, and CI and CECI predictions of recall for normal readers (detectors)