Abstract
This research seeks to identify possible predictors of the difficulty level of reading comprehension items used in a standardized psychometric test for university admission. Several potential predictors of difficulty were proposed, namely, propositional density, negations, grammatical structure, vocabulary difficulty, presence of enhancement elements (words highlighted typographically), item abstraction level and degree of similarity between correct option and relevant text to resolve the item. By Linear Logistic Test Model (Fisher, 1973) it was found that the number of propositions, the syntactic structure, and fundamentally, the presence of difficult words contributed to the prediction of the item difficulty level.
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Resumen
Esta investigación busca identificar posibles variables predictoras del nivel de dificultad de los ítems de comprensión de lectura utilizados en una prueba psicométrica estandarizada para la admisión a una institución universitaria. Se propusieron varios posibles predictores del nivel de dificultad, a saber: densidad proposicional, negaciones, estructura sintáctica, dificultad del vocabulario, presencia elementos de realce (palabras resaltadas tipográficamente), abstracción del ítem y grado de similitud entre opción correcta y texto relevante para resolver el ítem. Mediante el Modelo Logístico Lineal de Rasgo Latente se encontró que la cantidad de proposiciones, la estructura sintáctica y, fundamentalmente, la presencia de léxico difícil de comprender contribuyeron a la predicción del nivel de dificultad.

Descriptores
Psicología cognitiva, Procesamiento del lenguaje, Comprensión de lectura, Teoría de Respuesta al Ítem, Modelo Logístico Lineal de Rasgo Latente, Análisis de tareas, Nivel de dificultad de los ítems.

This study is about the verbal items on the University of Costa Rica Academic Aptitude Test (PAA, its initials in Spanish), for which a set of attributes were proposed that might increase or decrease their difficulty levels.

The Linear Logistic Test Model (LLTM) was used to statistically relate the proposed attributes for each item and the examinees’ answers, entering this data into two matrices and decomposing each item’s difficulty index.
This research is linked to the latest approaches to validity (Gorin, 2007; Embretson, 1996; Embretson & Gorin, 2001; Messick, 1995; Cronbach & Meehl, 1955; Borsboom, Mellenbergh & Heerden, 2004), according to which the validity of the inferences made from test result interpretations are valid when: a) the construct exists as such, and b) variations of the constructs cause variations in the scores obtained on the test. Thus the primary objective was to identify some PAA verbal item characteristics that make it possible to predict item difficulty level based on several variables that have been thoroughly researched in the field of cognitive psychology.

Interest in isolating the item strategies and attributes involved in solving reading comprehension tests is relatively recent, if we compare it with the long history of this type of testing (Hunt, 2011). This line of research has been built on the investigation (mainly through semi-structured interviews and verbal self-reports) into the strategies used by subjects to solve reading comprehension items (Farr, Pritchard & Smitten, 1990; DeMauro, Merritt & Adams, 1994; Powers & Wilson, 1995; Rupp, Ferne & Choi, 2006). In addition, the attempt to predict item difficulty level has generated a large number of studies where the basic interest has been to identify cognitive and linguistic predictors (Drum, Calfee & Cook, 1981; Stahl & Jacobson, 1986; Davey, 1988; Kirsch & Mosenthal, 1990; Freedle & Kostin, 1991; Freedle & Kostin, 1992; Daneman & Hannon, 2001; Sheehan & Ginther, 2001; Gorin & Embretson, 2006; Ozuru, Rowe, O’Reilly & McNamara, 2008; Leroy, Helmreich & Cowie, 2010). These last studies have primarily used a quantitative approach, making use of traditional statistical techniques such as multiple regression and ANOVA; however, various studies can also be found where the LLTM is used to estimate the predictive power of certain characteristics of logical reasoning and reading comprehension items (Embretson & Wetzel, 1987; Sheehan & Mislevy, 1990; Gorin, 2005; Sonnleitner, 2008; Attoresi, Picón, Abal, Ageriu & Galiber, 2009; Gilbert, Picón, Lozzia, Ageriu & Attorresi, 2010; Poinstingl, 2009).

This being the case, the aforementioned studies have been of vital importance in identifying several variables that might be of interest for predicting the difficulty level of PAA verbal items. The different studies that have used the LLTM for this purpose, along with those that used classical quantitative data analysis techniques, have served to justify the sources of difficulty that will be explained below. Moreover, the studies focusing on the strategies for solving these types of items are relevant for taking into account how hugely important the response options and questions are when predicting the difficulty level of a particular verbal task.

Based on a review of the literature, it was possible to identify a set of difficulty sources considered significant for this study. These difficulty sources will be explained in detail further below, along with the way they were coded. The following section presents this study’s theoretical model with the incorporation of the predictors found in the literature.

It should be emphasized that the pertinence of the item attributes was considered in light of the researcher's experience and that of experts in the field of linguistics and cognitive psychology. It would certainly be possible to include many other factors that might influence the level of item difficulty, but it was necessary to filter them out on the basis of accumulated experience with the particular features of the PAA. In this respect the items used on this test do not have all the characteristics of other verbal reasoning and reading comprehension tests.

Taking into consideration the purpose of this study, theoretical contributions from different disciplines have had to be integrated into a single conceptual framework. Below, therefore, is a description of the interest of psycho-
metrics in the contributions of cognitive psychology, the characteristics of the LLTM, the Embretson & Wetzel model (1987) for explaining in cognitive terms how a reading comprehension item is resolved, and, finally, the sources of difficulty in said process.

Psychometrics and Cognitive Psychology

There is currently much interest in latent trait psychometric models because they permit calibration of test items based on their attributes. With classical test theory it was only possible to calculate overall test measurements, while these variable-measurement or latent-trait approaches allow for measurement that meets the validity requirement described at the beginning of this paper.

In addition, there has been a strong interest in modern psychometrics in using the findings of cognitive psychology to theoretically explain the cognitive factors underlying the scores obtained on different types of psychometric tests (Cortada de Kohan, 2003). This possibility is highly useful for constructing items with pre-established parameters, as well as for explaining the characteristics or components of items on psychometric tests such as the PAA.

To this respect, the basic fact is that the scores obtained on any paper-and-pencil instrument depend, to a certain extent, on the specific characteristics of each item. The results obtained on verbal items can therefore be expected to be related to aspects inherent to item structure, that is, to the characteristics of natural language.

On the other hand, the score obtained on a psychometric test is associated with a construct traditionally called “ability”, which is conceptualized as a dependent variable based on statistical calculations made with the test scores. In other words, the ability is obtained as a summary indicator that involves a combination of cognitive processes, strategies, components and knowledge that can be mathematically modeled using a measurement theory, which in this particular study is the Rasch model and the LLTM (Embretson, 1989).

It should not be forgotten that although cognitive psychology and psychometrics may concur, the essential interest in the aforementioned study is to seek evidence of validity and improve the predictive power of a psychometric instrument in order to establish more precise differences between the ability levels of the subjects. If we can identify those item attributes that explain their difficulty, we would be able to get greater precision when measuring constructs, and this would make it possible to carry out valid and reliable measurements and establish equally pertinent differences among the subjects taking a test. These types of psychometric models, then, have also been called explanatory item response models (De Boeck & Wilson, 2004) because they make it possible to explain in cognitive terms the variations shown by statistics calculated on the basis of examinees’ responses.

Linear Logistic Test Model (LLTM)

This study uses one of the logistic latent-trait models with linear constraints most commonly used for modeling the components involved in solving an item: the Linear Logistic Test Model (LLTM). Proposed by Fischer (1973), it is considered one of the many models derived from the one proposed by Rasch (Bond & Fox (2001) give a detailed presentation of this model). According to this measurement model, answering an item is a probabilistic rather than a deterministic phenomenon, so answering it correctly does not relate linearly to the overall test score. If the probability of getting an item correct is calculated for each ability level of the examinees, obtained from the total test score, it distributes normally, so the resulting curve takes the shape of a cumulative normal distribution. In addition, if we take into account that a logistic curve is very similar in shape but mathematically simpler, we can see why the following equation proposed by Rasch has been extremely useful in the field of psychometrics:
Similar to what happens in a logistic regression, $b_i$ in this formula is the difficulty of item $i$, $\theta_j$ is the ability of person $j$, and $P(X_{ij} = 1)$ is the probability that person $j$ will answer item $i$ correctly (Embretson, 1989). According to this function proposed by Rasch (Martínez, Hernández & Hernández, 2006), the probability of answering an item correctly is essentially influenced by the examinee’s ability and the item difficulty.

If we look at the above formula, we can see that the difficulty of an item (parameter $b$) constitutes an aggregate measurement — that is, it is calculated taking into consideration all the examinees’ answers. What the LLTM does is let us decompose this difficulty index, using the following formula:

$$P(X_{ij} = 1|\theta_j; b_i) = \frac{\exp(\theta_j - b_i)}{1 + \exp(\theta_j - b_i)}$$

Essentially, what the LLTM does is replace parameter $b$ with the linear combination of factors involved in solving the item (Chen, MacDonald & Leu, 2011; Baker, 1993). To this respect, this model is similar to creating a regression model of the difficulty of the items (dependent variable) over the factors or sources of their difficulty (predictors) (Embretson, 2010).

**Solution of Verbal Items**

Using the mathematical modeling permitted by the LLTM, we can design items that comply with a priori parameters of difficulty. However, to identify those factors or sources of difficulty in the items, we must resort to a pertinent substantive theory that can explain which attributes affect the examinees’ answers. The model proposed by Embretson & Wetzel (1987) for solving reading comprehension items is of great interest for this purpose.

Before explaining this model in detail, we should explain what the basic structure is of a PAA verbal item, which exists in two formats: reading comprehension and sentence completion. With items in the first format, a text or passage is given first, followed by an instruction or question and then a set of options, one of which is the right answer. The second format is similar to the first, with the difference that a question is not included within each item but rather a general instruction is given at the beginning of the sentence completion section asking the examinee to mark with an “x” the word or words that complete the meaning of the passage for each of the items. The length of the text may vary, but in the PAA it reaches a length of 12 lines, at the most, or approximately 100 words. It should be mentioned that the sentence completion items tend to be shorter, since they lack a question between the main text and the response options.

Embretson & Wetzel’s proposal for studying the cognitive processing of these types of items is a model consisting of two major processing stages: 1) representation of the main text or passage, and 2) choosing of the right option. The first stage is when reading comprehension per se occurs, while in the second different processes are at work related to reading comprehension and the multiple-choice question format. Below is a more detailed explanation of what the two stages consist of.

**Stage 1: Main text representation**

This stage revolves around lexical encoding and discourse coherence. Both are governed by the passage's linguistic characteristics and especially by the possibility of understanding the meaning of the words being used, so that more difficult vocabulary will tend to make the text comprehension process more difficult. Discourse coherence, for its part, concerns the process of linking the lexical meanings and the propositions in a meaningful representation of the text.
Before going on, we should clarify what this study understands as a proposition. The concept refers to a state, event or action represented in the text that can be evaluated in terms of its truth value with respect to the real world or an imaginary construction (Graesser, Millis & Zwaan, 1997). Said states, events or actions presented in the text are integrated, together with the lexical meaning of the words, into a coherent whole, so that, in the words of Kintsch (1998), “comprehension entails forming, on the basis of perceptual and conceptual features, coherent units with Gestalt-type characteristics.” (p. 93)

The representation stage constitutes a cyclical or iterative process in which the text’s propositions (in this case, the processing units) are integrated into a coherent whole, together with the reader’s prior knowledge. Thus the model proposed by Kintsch & van Dijk (1978) is called the Construction-Integration Model, insofar as reading comprehension is the process of constructing a mental representation based on the integration of multiple propositions, such that the difficulty in this stage is given by the text’s propositional density and by all those factors that make the construction-integration process difficult, such as the use of negations or grammatically complex sentences (subordinated clauses or passive voice). In effect, the ratio between the number of propositions and total text size is a major factor when creating a coherent mental representation, since the ability to process such units is limited. In addition, if they are not integrated properly, the information will not be sufficient for using it later to solve an item (Gorin & Embretson, 2006).

**Stage 2: Choosing the correct option**

Embretson & Wetzel (1987) call this second stage the decision process, since this is when people make a decision as to which response options are incorrect and which is correct. First of all, the sub-processes that occur in the earlier stage (lexical encoding and coherence) also occur here in the same way with the questions and response options (in the case of the sentence completion format, these processes only occur in the response options). In other words, examinees first need to understand what is being asked of them, along with the alternatives being presented, before they can proceed with the remaining sub-processes. However, it is not enough to understand the meaning of the questions and options, because a choice must also be made of the correct alternative depending on the question or item instruction.

The next step is text mapping, which is the process of relating the propositions of the questions and options to the representation previously constructed and integrated on the basis of the passage propositions. The difficulty level in the text mapping is influenced by the amount of information needed from the passage to answer the question or perform the requested task. This implies that not all the information in the passage is essential for solving the item, but rather that there are relevant text segments or key information for finding the correct response among the options.

Finally, the last step in this second stage is to evaluate the truth status of the response options, which in turn is carried out through two activities: falsification and confirmation. This dual process is related to the amount of information given in the passage that can be used to falsify or confirm the response options. Item difficulty decreases insofar as incorrect options can be falsified by the text (because they are contradicted explicitly) or the correct option can be confirmed by the passage (because it is stated explicitly).

Embretson & Wetzel (1987) also proposed other variables that could affect the level of item difficulty. One is the vocabulary level used in the response options. A distractor that uses difficult-to-understand terms tends not to be considered a plausible candidate for the correct option, and those answering a multiple-choice question frequently do not choose the correct response when difficult vocabulary is used in it. That is to say, difficult vocabulary
acts as a factor for increasing item difficulty (when it is present in the correct option and absent in the distractors) or decreasing item difficulty (when it is absent in the correct option and present in the distractors). Another source of difficulty involved in the response selection stage is the similarity between the options and the relevant text for answering the item. The lowest level of difficulty is when the correct option is the same as the relevant text for answering the item, since no inference or reordering is necessary in order to answer. On the other hand, the highest level of difficulty would be where a generalization or application must be made, which occurs when the correct option is a general statement that explains the particular cases in the passage, or when said option is a particular case of some general statement or rule in the passage, respectively. There is an intermediate level between the two poles of difficulty where the correct option is a paraphrasing of the portion of relevant text for answering the item, or in other words, the correct option expresses the same information as the relevant text for answering the item but in other words (using synonyms, grammatical reordering, equivalent phrases, etc.).

Sources of Difficulty of the PAA Verbal Items

All the theoretical grounds for this study having been given, what remains is to propose a list of the characteristics or attributes that could explain the difficulty level of the PAA verbal items. The proposed characteristics or attributes are as follows: predicate and modifier propositional density, number of connectors, negations, passive voice with “se” (in Spanish), subordinate clauses, lexical difficulty, vocabulary use frequency, and the presence of enhancement elements (words in bold type).

Hypotheses

This section gives the hypotheses derived from the Embretson & Wetzel (1987) model, the research background, and our experience with the particular characteristics of the PAA.

H1: The higher the predicate and modifier propositional density, the higher the difficulty when solving the item.

It is expected that a larger number of propositions means a higher processing load for the examinee; this is to be expected since the examinee has to maintain active a larger amount of information insofar as the item has more propositions. This hypothesis corresponds to the sources of difficulty regarding predicate and modifier propositional density in the passage, in the instructions and in the response options.

H2: The higher the connective propositional density, the lower the difficulty level.

Linking particles (words such as “but”, “besides”, “consequently”, “however”, etc.) facilitate coherent integration of the text, giving the examinees clues for identifying logical and conceptual relationships between the different propositions in the main text.

H3: The presence of negations makes solving of the items more difficult.

Using the particle “no” to refer to a specific proposition forces the reader to keep in mind two versions of the same situation: one that refers to the situation itself, and one that relates to the absence or falsity of what was said. Each negated proposition thus provides more information than an affirmative proposition. For example, to understand the proposition “Tomorrow I’m not going to class” it is necessary to identify the event of “going to class” and also process the non-occurrence of the same action. With respect to the aforementioned sources of difficulty, this hypothesis applies to the passage, the questions (if there are any) and the response options.
H4: The presence of passive voice and subordinate clauses increases the difficulty when solving the item.

In the consulted studies, these types of constructions have been considered important factors for increasing the level of difficulty when comprehending the text. It is to be expected that every passive voice sentence has to be transformed to active voice in order to be incorporated into the propositional network being constructed from the text. This transformation (as with negations) is therefore expected to represent a higher processing load for the reader. Subordination also entails a greater amount of processing in terms of working memory, since it requires the reader to maintain active the subject of the sentence while processing the rest of the sentence components, which tend to be relatively removed from the subject precisely because of the typical structure of a subordinate clause.

H5: Difficult vocabulary will increase item difficulty when it is in the correct option and insofar as these types of words are in the main text.

We found in our consultation of the literature that anyone answering an item needs to know the meaning of the words contained in it. When this lexical knowledge does not exist, comprehension is weakened insofar as the person cannot use all the information needed for solving the item. In particular, when one or several poorly known terms (that is, difficult vocabulary) are in the correct response, it tends to be considered implausible, so distractors with more accessible vocabulary become better candidates (from the examinee’s point of view) for being the correct option.

H6: The presence of enhancement elements (words in bold) facilitate an item’s solution.

The explanation is that this typographical resource visually helps the examinee determine what exactly he or she should be looking for in the response options.

Method
Sample
The item sample consists of 100 verbal items applied in 2011 that are used regularly in the University of Costa Rica entrance exam. It should be noted that only those items that were in the item bank that year, which had met all the psychometric requirements for a regularly applied item, were used for the analysis. Experimental items – that is, those used for the first time that year – were therefore not taken into account in the analysis, inasmuch as it was uncertain at that time whether they were representative of the population of verbal items on the PAA. In addition, 37,937 high school students took the PAA that year.

Procedure
Three experts and one codifier judged the items in the sample: the codifier was responsible for coding the 100 items according to attributes requiring counts only, while the experts handled predictors in which a more global valuation had to be made. Once this task was completed, the respective inter-rater agreement indices (Cohen kappa and intra-class correlation) were calculated. Two data matrices were then constructed, one with the students’ responses on the items (in terms of 1 = right and 0 = wrong) and the other with the values assigned to those same items by the three raters and the codifier. These matrices were entered into the R software to verify the existing correlation between the difficulty index estimated by this model and the one estimated using the Rasch model. Finally, the statistically significant difficulty sources were used in a multiple regression model in order to gauge their importance to predict the Rasch model b parameter.

We should clarify that the raters were chosen on the basis of their respective areas of expertise, namely, linguistics (two experts) and cognitive psychology (one expert). Also taken into account was the restricted access to the items, which are the confidential material of the Permanent Academic Aptitude Test Program at the University of Costa Rica. Professionals
therefore had to be chosen who could guarantee discretion of the information they were going to handle, and they signed a confidentiality agreement with the Program wherein they agreed not to disclose said information.

More difficulty predictors were originally proposed, but during coding it was possible to show that some were either irrelevant or absent in the item sample, and the decision was made to exclude them from the analysis. In addition, two corpuses prepared by researchers in the Hispanic-Costa Rican Lexicography Studies program of the University of Costa Rica’s Institute for Linguistic Research were used to measure vocabulary use frequency (Sánchez, n.d.; Ríos, 2011).

Two software programs were used for the analysis: R, for running the LLTM and the regression model; and Winsteps, for running the Rasch model. A code manual was also prepared, along with a log sheet for the raters to analyze the items based on the sources of difficulty described earlier.

Analytic Strategy

Due to this study’s fundamentally psychometric nature, the analysis strategy is an intrinsic component of the supporting theory. For this reason, a detailed explanation of the LLTM was given in the theoretical framework, so only mention will be made in this section of the steps for carrying out the analysis.

Before going into the steps for implementing the LLTM, we should point out that we worked only with those items meeting the assumptions of the Rasch model (unidimensionality and model fit). We thus first ran an exploratory factor analysis and used the Rasch model in the Winsteps program to evaluate the fit of the items and the examinees.

Below, then, are the stages of the LLTM:

1. The Rasch model was run in R to estimate the item difficulty indices. The analysis was made by exam form, so four separate analyses were made according to the way the Academic Aptitude Test is administered.

2. The codes assigned by the raters were entered as a matrix into the eRm (the package implemented in R for running the Rasch model and the LLTM).

3. The LLTM was used to estimate the difficulty indices based on the predictors entered in step two.

4. Model fit was evaluated using the correlation coefficient between the Rasch model and LLTM estimates.

5. A multiple regression model was used to identify the direction and importance of the specific effect for each predictor.

Results

The results of the analyses are given in this section, which is divided into seven subsections according to the information in each, namely: 1) descriptive statistics, 2) inter-rater reliability coefficients, 3) factorial structure of each form, 4) fit of the items to the Rasch model, 5) LLTM goodness-of-fit indices, 6) LLTM eta parameters, and 7) standardized beta coefficients of the regression model.

Descriptive Statistics

Table 1 gives some descriptive data on the four PAA forms. It first gives the number of people answering each, which is an enormously large number compared to the samples that usually appear in psychometric research. The forms are what are called parallel tests, with small, decimal-point differences between each. Reliability for all the forms is high and homogenous. Finally, with regard to the Rasch-estimated difficulty, it should be pointed out that the verbal items were on average of medium difficulty, taking into account that the difficulty index tends to be from -3 to +3.
On a log sheet for each item, the raters were given a set of 5 criteria for using to evaluate the items, namely: level of item abstraction, similarity between the correct option and the relevant text for answering the item, vocabulary difficulty of the passage (including instructions), vocabulary difficulty of the distractors and vocabulary difficulty of the correct option. These aspects, together with the other predictors, were included on the basis of research into verbal item solution. As can be seen in Table 2, however, the concordance coefficients (Cohen kappa between pairs of raters, kappa for the three experts together, and the intra-class correlation) were extremely low in all cases (López & Pita, 1999; Clark-Carter, 2004).

Two decisions were made because of such a low level of concordance among the raters. Firstly, the item abstraction level and the similarity between the item’s main text and the correct option were eliminated from later analyses, and secondly, the three criteria of vocabulary difficulty were used independently for each of the raters.

The first decision is justified because during the judging process the raters expressed their doubts as to the relevance of these criteria. Both they and the lead researcher examined the items more closely and reached the conclusion that item abstraction and the similarity between the correct option and the text were not appropriate criteria for these items’ particular characteristics.

As for the second decision, a low level of concordance was to be expected, since without a reference lexical corpus it is impossible to objectively determine when a word might be unknown for the population answering the PAA items every year. However, these criteria were not excluded from later analyses because they are relevant and important for predicting difficulty. In addition, foreseeing this situation we included a vocabulary use frequency variable to make it possible to determine with greater objectivity how the vocabulary affects the item difficulty.

Finally, similar problems were found in the studies by Embretson & Wetzel (1987) and Gorin & Embretson (2006) with regard to agreement among raters. To this respect, Gorin emphasizes the importance of each test’s particular characteristics, which makes it hard to identify a priori a psychometric instrument’s attributes or characteristics that may have been previously extracted from other tests. Since this is the first detailed description made of the PAA’s verbal items, it was not possible to foresee that certain predictors identified in reading comprehension tests are not relevant for characterizing the PAA.
Factorial Structure of the Exam Forms

For the purpose of corroborating that the items of each form are unidimensional, an exploratory factor analysis (with varimax rotation) was performed with each.

Table 3 gives the results for each form. As can be seen, the KMO coefficient and the chi-square statistic values (the degrees of freedom are given in parentheses) were extremely high, indicating that the correlations between the items are sufficiently high for identifying at least one common factor. As for the assumption of unidimensionality, the percentage of explained variance of the first extracted factor is much greater than that of the second factor, which is evidence that the items on each exam form are measuring the same constructs.

Table 3. Exploratory Factor Analysis

<table>
<thead>
<tr>
<th>Item Fit to the Rasch Model</th>
</tr>
</thead>
</table>
| Once the unidimensional assumption was confirmed, the Rasch model was used to identify the people who did not fit the model. This filter was done on the basis of a coefficient called Infit, which should have a value between 0.7 and 1.3 according to the guidelines of Bond & Fox (2001). Out of the total subjects who took the PAA, two people were eliminated who took form 1, two who took 2, seven who took form 3, and one who took form 4. This same criterion was used to eliminate items that did not fit. The analysis was run again solely for people whose Infit value was greater than 0.7 and less than 1.3. In this second run of the model it was not necessary to eliminate any item, since all of them had an Infit value greater than 0.8 and smaller than 1.2, along with a PTME greater than 0.10 (Bond & Fox, 2001). This being the case, once compliance with unidimensionality assumptions and fit to the Rasch model were ensured, the LLTM model was run to test the explanatory power of the difficulty sources.

Goodness of Fit of the LLTM Models

As mentioned in the section on analysis strategy, this was performed by form (F1, F2, F3 and F4) and by rater (J1, J2 and J3). The following procedure was used for analyzing each exam form: first, the LLTM was run without the attributes evaluated by the experts (vocabulary difficulty); second, the values assigned by rater 1 to the vocabulary difficulties were added; third, the data from rater 1 was excluded and the data from rater 2 was included; and fourth, the model was run again with the data from rater 2 eliminated and the data from rater 3 added. Thus four models were created (MSJ, MJ1, MJ2 and MJ3) for each of the four forms, for which three goodness-of-fit indices were reported (Real, Olea, Ponsoda, Revuelta & Abad, 1999): the Andersen chi-squared (Tabachnick & Fidell, 2007), the Pearson correlation between the estimated difficulty indices in the Rasch model and those estimated by the LLTM model.
of the LLTM, and the percentage of explained variance (see Table 4). As can be inferred from the foregoing, the MJ1, MJ2 and MJ3 models correspond to the vocabulary difficulty attribute evaluated by each rater. In the null model (MSJ), the two lexical corpuses were used to code the frequency of use of the words in the item.

We sought a non-significant chi-squared value on the Andersen test, since this statistic indicates differences between the difficulty indices estimated with the LLTM and the ones estimated with the Rasch model. This test is very sensitive to sample size, however, so it usually comes out statistically significant. For this reason it is not desirable to take this test into account as a decisive criterion for evaluating the LLTM model fit. Even the creator of the LLTM model (Fischer, 1997) poses the difficulty of obtaining non-significant values on this test. Given these problems, the Pearson correlation can also be used to check if the parameters estimated with the LLTM reproduce the difficulty indices of the Rasch model (Romero, Ponsoda & Ximénez, 2008). Moreover, when squared this correlation approximates the percentage of variance of the Rasch difficulty indices explained by the LLTM parameters (Revuelta & Ponsoda, 1998).

The first thing that strikes the eye in Table 4 is the magnitude of the chi-squared values, all of which are significant. However, considering that for each form the sample is approximately 9,000 people, it is not surprising that these values are so large, and, of course, statistically significant. The Pearson correlation values, though, were moderate to high (the lowest was 0.71), together with the respective percentages of explained variance.

### Table 4: Goodness of Fit Indices

<table>
<thead>
<tr>
<th></th>
<th>MSJ</th>
<th>MJ1</th>
<th>MJ2</th>
<th>MJ3</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>7565(14)</td>
<td>8939(17)</td>
<td>7327(17)</td>
<td>10492(17)</td>
</tr>
<tr>
<td>$r$</td>
<td>.86</td>
<td>.83</td>
<td>.86</td>
<td>.80</td>
</tr>
<tr>
<td>$r^2$</td>
<td>74%</td>
<td>69%</td>
<td>75%</td>
<td>63%</td>
</tr>
<tr>
<td>F2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>4343(16)</td>
<td>7237(19)</td>
<td>7498(19)</td>
<td>7339(19)</td>
</tr>
<tr>
<td>$r$</td>
<td>.92</td>
<td>.86</td>
<td>.86</td>
<td>.86</td>
</tr>
<tr>
<td>$r^2$</td>
<td>85%</td>
<td>74%</td>
<td>74%</td>
<td>75%</td>
</tr>
<tr>
<td>F3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>14333(16)</td>
<td>12736(19)</td>
<td>14828(19)</td>
<td>15280(19)</td>
</tr>
<tr>
<td>$r$</td>
<td>.73</td>
<td>.77</td>
<td>.73</td>
<td>.71</td>
</tr>
<tr>
<td>$r^2$</td>
<td>54%</td>
<td>59%</td>
<td>53%</td>
<td>51%</td>
</tr>
<tr>
<td>F4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>5475(14)</td>
<td>5754(17)</td>
<td>6576(17)</td>
<td>64392(17)</td>
</tr>
<tr>
<td>$r$</td>
<td>.88</td>
<td>.87</td>
<td>.86</td>
<td>.86</td>
</tr>
<tr>
<td>$r^2$</td>
<td>78%</td>
<td>76%</td>
<td>73%</td>
<td>74%</td>
</tr>
</tbody>
</table>

### Eta Parameters of each Model

Before giving the eta parameter results of each attribute, we should mention that it was necessary to eliminate two attributes of the LLTM model in forms 2 and 3: negations in the instructions and words in the passage. On these forms only one item had negations, so the software was unable to make the respective estimates due to a lack of variability. In addition, there was one case of an item with 116 words in the main text, an extreme value that impeded the calculations.

Table 5 gives these parameters by form; attributes that did not result significant at 5% are highlighted in bold. The following abbreviations are used in the table: P (main text or passage), I (instruction), O (response options), PI (passage and instruction), C (key or correct response), D (distractors), A (lexical corpus one) and B (lexical corpus two). Finally, there are four blank spaces corresponding to the exclusion of two attributes in the LLTM estimate for forms 2 and 3. This table does not give the vocabulary difficulty attributes evaluated by the raters, which are given separately.
in order to facilitate presentation, since an LLTM model estimate was needed for each rater on each form. The R software estimates the “facilities” of the items, so we changed the sign of the LLTM model eta parameters manually in order to interpret them in terms of difficulty (Mair & Hatzinger, 2012).

Table 5. Eta Parameters of Coded Attributes

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passives with “se”</td>
<td>0.06</td>
<td>-0.20</td>
<td>0.20</td>
<td>-0.06</td>
</tr>
<tr>
<td>Subordinate clauses</td>
<td>0.06</td>
<td>0.19</td>
<td>0.16</td>
<td>0.02</td>
</tr>
<tr>
<td>Connectors</td>
<td>0.05</td>
<td>-0.25</td>
<td>0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>Adverb density P</td>
<td><strong>-0.00</strong></td>
<td>0.36</td>
<td>0.25</td>
<td>0.37</td>
</tr>
<tr>
<td>Adverb density I</td>
<td>1.35</td>
<td>-0.10</td>
<td>0.92</td>
<td>-1.45</td>
</tr>
<tr>
<td>Adverb density O</td>
<td>0.12</td>
<td>0.10</td>
<td>0.03</td>
<td>-0.05</td>
</tr>
<tr>
<td>Adjective density P</td>
<td>-0.02</td>
<td>0.06</td>
<td><strong>0.00</strong></td>
<td>0.14</td>
</tr>
<tr>
<td>Adjective density I</td>
<td>0.64</td>
<td>0.02</td>
<td>0.04</td>
<td>-0.06</td>
</tr>
<tr>
<td>Verb density P</td>
<td>-0.13</td>
<td>-0.15</td>
<td>-0.14</td>
<td>-0.24</td>
</tr>
<tr>
<td>Verb density I</td>
<td>-0.11</td>
<td>-0.66</td>
<td>-0.39</td>
<td>-0.81</td>
</tr>
<tr>
<td>Verb density O</td>
<td>0.10</td>
<td>0.04</td>
<td>-0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>Negations P</td>
<td>-0.37</td>
<td>0.21</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Negations I</td>
<td>-1.22</td>
<td>0.04</td>
<td>-0.80</td>
<td>0.00</td>
</tr>
<tr>
<td>Negations O</td>
<td>-0.16</td>
<td>-0.11</td>
<td>-0.16</td>
<td><strong>0.00</strong></td>
</tr>
<tr>
<td>Absence PI A</td>
<td>-0.28</td>
<td>-0.13</td>
<td>0.06</td>
<td>-0.05</td>
</tr>
<tr>
<td>Absence C A</td>
<td>-0.17</td>
<td>0.51</td>
<td>-0.44</td>
<td>0.18</td>
</tr>
<tr>
<td>Absence D A</td>
<td>0.17</td>
<td><strong>0.01</strong></td>
<td><strong>0.02</strong></td>
<td><strong>-0.01</strong></td>
</tr>
<tr>
<td>Absence PI B</td>
<td>-0.05</td>
<td><strong>0.00</strong></td>
<td>0.01</td>
<td>-0.11</td>
</tr>
<tr>
<td>Absence C B</td>
<td>0.26</td>
<td>-0.49</td>
<td>0.21</td>
<td>-0.02</td>
</tr>
<tr>
<td>Absence D B</td>
<td>0.17</td>
<td>-0.07</td>
<td>-0.28</td>
<td>0.10</td>
</tr>
<tr>
<td>Elements of enhancement</td>
<td>-0.32</td>
<td>0.31</td>
<td>-0.32</td>
<td>-1.05</td>
</tr>
<tr>
<td>Words P</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Words I</td>
<td>-0.03</td>
<td>0.07</td>
<td><strong>0.00</strong></td>
<td>0.01</td>
</tr>
<tr>
<td>Words O</td>
<td>0.03</td>
<td>-0.03</td>
<td>-0.003</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

Table 6. Eta Parameters of Vocabulary Difficulty

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vocabulary difficulty PI</td>
<td>0.07</td>
<td>-0.04</td>
<td>0.31</td>
<td>0.04</td>
</tr>
<tr>
<td>Vocabulary difficulty D</td>
<td>0.27</td>
<td><strong>0.01</strong></td>
<td>0.19</td>
<td>0.26</td>
</tr>
<tr>
<td>Vocabulary difficulty C</td>
<td>0.61</td>
<td>0.23</td>
<td>0.48</td>
<td>0.29</td>
</tr>
<tr>
<td>Vocabulary difficulty PI</td>
<td>-0.10</td>
<td><strong>-0.01</strong></td>
<td>0.08</td>
<td>-0.10</td>
</tr>
<tr>
<td>Vocabulary difficulty D</td>
<td>-0.78</td>
<td>0.08</td>
<td><strong>0.01</strong></td>
<td>-0.08</td>
</tr>
<tr>
<td>Vocabulary difficulty C</td>
<td>0.22</td>
<td>0.12</td>
<td>0.37</td>
<td>0.17</td>
</tr>
<tr>
<td>Vocabulary difficulty PI</td>
<td>-0.26</td>
<td>-0.18</td>
<td>-0.12</td>
<td>-0.17</td>
</tr>
<tr>
<td>Vocabulary difficulty D</td>
<td>-0.42</td>
<td>0.43</td>
<td>-0.61</td>
<td>-0.46</td>
</tr>
<tr>
<td>Vocabulary difficulty C</td>
<td>-0.17</td>
<td>-0.07</td>
<td>-0.21</td>
<td>-0.24</td>
</tr>
</tbody>
</table>

The attributes that do not significantly affect difficulty when solving the items on at least one of the forms are: adverb density of the main text; adjective density of the instruction; negations in the response options; the absence in corpus A (Sánchez, n.d.) of one or more words in the distractors; the absence in corpus B (Ríos, 2011) of vocabulary in the passage, instruction and correct option; and the number of words in the instruction. Given that the p value of these attributes is greater than 5%, we can conclude that on some forms they do not affect item difficulty.

Table 6 gives the results for the attributes evaluated by the raters. The ones that are not significant for predicting difficulty are vocabulary difficulty of distractors for raters 1 and 2, and vocabulary difficulty of the passage and
instruction for rater 2, in the specific cases of forms 2 and 3.

The proposed models fit the data quite well (considering that the smallest percentage of explained variance is 51%), indicating that the chosen variables were relevant for the purpose of this study, which was to identify some attributes of PAA verbal items that can be used to predict their level of difficulty. In fact, the lowest correlation was $r = .71$ between the difficulty levels calculated with the Rasch model (RM Beta) and the ones for the LLTM model (LLTM Beta). We can see that a satisfactory degree of correlation was attained on the vast majority of the items, since only a few stray away from the diagonal line.

With the LLTM model it was possible to determine that most of the proposed predictors have a statistically significant effect on item difficulty. In other words, it can be stated with certainty that the observed results are not a product of chance; they can be generalized to the population – which in this study would be the population of items in the PAA verbal item bank.

**Standardized Beta Coefficients**

The above is certainly a valuable contribution, but our major interest (according to this study’s specific objectives) lies in determining the practical importance of each predictor, its specific effect on difficulty (if it decreases or increases difficulty) and its usefulness compared to the others – that is, in identifying the attributes with the greatest predictive power.

Since the variables entered in the LLTM model lack the same scale and range, the attributes of Table 5 or those of Table 6 cannot be compared among themselves to determine which are better predictors of difficulty or in what direction they do so.

A multiple regression model was thus run in which the dependent variable was the difficulty index estimated by the Rasch model and the independent variables were the item attributes. The standardized beta coefficients could thus be calculated, permitting comparison of the attributes among themselves to determine the ones with the greatest predictive power for item difficulty.

The crucial difference between the LLTM and a regression model is that the first uses the information of all the subjects answering the items, while a regression uses only the difficulty index for each item. Therefore, while the eta parameters of the LLTM are estimated on the basis of information provided by approximately 9,000 subjects, the regression coefficients are calculated solely on the basis of the 40 items in each form. This implies that the standard errors are much greater in the regression model and consequently the $p$ values (statistical significance) far exceed the conventional criterion of .05. However, by using the LLTM it was possible to establish that almost all the predictors exert a significant effect ($p < .05$) on item difficulty, so just the sign and size of the standardized beta coefficients, rather than the $p$ values from the regression model, will be taken into account as a criterion.

For the regression model it was necessary to eliminate and unify certain variables due to their asymmetry and corresponding lack of variability. The following variables were not included, then, in the regression model: passive voice clauses with “se”, elements of enhancement, and propositional density. Instead of this last variable, another one called “propositions” was created, which is the sum of adverbs, adjectives and verbs for each item. Using the VIF (variance inflation factor), we also verified that there were no problems with attribute collinearity, as the value was no greater than 3 for the attributes included in the model (Tabachnick & Fidell, 2007).

Since agreement among experts was extremely low, a model was created for each rater for the four PAA forms.

As can be seen in Table 7, the model for rater 1 has the highest explained variance values, while the rater 3 model has the lowest
values. The rater 1 model was therefore chosen for interpreting the practical importance of the standardized regression coefficients. Before giving their interpretation, we should point out that the explained variance of the proposed model is not very high; we will comment on this in the conclusions section.

| Table 7. Explained Variance of Models by Raters and Form |
|---|---|---|---|---|---|---|---|---|
| | J1 | J2 | J3 |
| Form | F1 | F2 | F3 | F4 | F1 | F2 | F3 | F4 |
| R² | .38* | .36* | .45* | .34* | .31 | .31 | .35* | .29 | .23 | .11 | .20 | .20 |
*| p < .05

Table 8 gives the regression weights of the model with vocabulary difficulty coded by rater 1. Before interpreting these results in light of this study’s objectives and hypotheses, we should emphasize that the standardized coefficients change in direction and size for each exam form. This is because the attributes proposed in this study are not used as criteria for assembling the PAA, so the variations are to be expected for each exam form.

| Table 8. Standardized Beta Coefficients |
|---|---|---|---|
| F1 | F2 | F3 | F4 |
| Subordinate clauses | .07 | .27 | .14 | .15 |
| Connectors | .05 | -.06 | -.12 | -.03 |
| Words absent from the corpus | -.02 | -.12 | -.06 | -.21 |
| Propositions | .07 | -.13 | -.02 | .01 |
| Difficult words in passage and instruction | .30 | .53 | .58 | .49 |
| Difficult words in distractors | -.15 | -.21 | -.14 | -.17 |
| Difficult words in correct response | .43 | .24 | .24 | .27 |

*Dependent variable: Difficulty estimated by the Rasch model.

With respect to the first hypothesis (H1) proposed in the respective hypotheses section, it cannot be concluded that a greater number of propositions increases item difficulty significantly. As seen in Table 8, on three of the four forms the coefficient is much less than .10 (considered the minimum value needed for concluding that an independent variable is important for predicting a dependent one). The same can be stated for H2 (connector density reduces difficulty), since although the coefficients show the expected direction (the negative sign) the connector density’s standardized beta for three exam forms is far below .10.

As for H3 (the presence of negations increases difficulty), it was not possible to estimate this variable’s practical importance because it was highly asymmetrical. The number of items with negations is very small, reducing variability to an insufficient level for estimating a regression model.

On the other hand, evidence was found in favor of H4 (influence of grammatical structure) with regard to subordinate clauses. On three of the four forms the standardized betas are greater than .10, indicating that, in accordance with the findings of other studies, subordinate clauses increase the difficulty level when performing verbal comprehension tasks.

With respect to H5, the results are extremely revealing as to which one of the factors the most important for solving the PAA’s verbal items is. In Table 8 it can clearly be seen that the standardized coefficients of vocabulary difficulty (in the passage and instruction, in the distractors, and in the correct response) are much larger and more consistent than the others. As proposed earlier, the presence of difficult vocabulary in the distractors makes the item easier, while if difficult vocabulary is present in the passage, instruction or correct response, the difficulty level increases. On the other hand, the variable concerning vocabulary use frequency was not
important, since it only reached a value greater than .10 on one of the four forms. What does strike us is that the coefficient is negative on all the forms, which would indicate that the presence of difficult words in an item reduces the difficulty level. This will be addressed in the conclusions, along with possible explanations for this finding.

Finally, with regard to \( H_6 \) (effect of elements of enhancement), the respective variable could not be used in the regression model because it had a very asymmetrical distribution due to the fact that there are very few items with words in bold on the forms chosen for this study.

**Conclusions**

This section will take up the hypotheses proposed in the respective section to see whether or not they were sustained, and will give some explanatory comments. Several recommendations will then be described that could be implemented in the future to gather more evidence on the construct measured by the PAA’s verbal items.

The first hypothesis proposed that the greater the predicate and modifier propositional density, the greater the difficulty when solving the item. It was proposed that a larger number of propositions signify a higher processing load for the examinee, since he or she has to maintain active a larger amount of information insofar as the item has more propositions. This study could not affirm evidence for sustaining this hypothesis, since the propositional density has a very low effect on item difficulty.

As for the second hypothesis (the higher the connective density, the lower the difficulty level), it could be sustained that an increase in the number of connectives implies less difficulty. In principle, linking particles (words such as “but”, “besides”, “consequently”, “however”, etc.) facilitate coherent integration of the text, giving the student clues for identifying logical and conceptual relationships between the different propositions in the main text. In this study, a larger number of connectors was associated with lower difficulty levels.

Given that the foregoing attributes are directly related to item information load, a plausible proposal would be that their lack of variability has affected eta parameter estimation. Most of the items are extremely short compared to the items traditionally used in reading comprehension tests, which give a lengthy text (of up to three or four paragraphs) and several associated questions. In addition, the theory used in this research (Kintsch, 1998; Embretson & Wetzel, 1987) has been used to explain the processing of long texts of daily use (newspaper news items, stories, manuals, etc.), so the attributes associated with propositional density may have resulted more critical for prediction if the PAA verbal items had been longer and more variable (Gorin & Embretson (2006).

Going back to the hypotheses, the third one proposed that the presence of negations would make item solution more difficult. Using the particle “no” to refer to a specific proposition forces the reader to keep in mind two versions of the same situation: one that refers to the situation itself, and one that relates to the absence or falsity of what was said. Each negated proposition thus provides more information than an affirmative proposition. However, most of the items in the sample (and those of the PAA verbal item bank in general) lack of negations, so the practical importance of negations was not possible to estimate. Items with negations could be constructed for future experimental studies to retest this hypothesis.

With regard to the fourth hypothesis on the presence of passive and subordinate clauses as factors for increased difficulty, favorable evidence was found for this hypothesis with subordinate clauses but not with passive constructions. It was to be expected that every passive voice sentence had to be transformed to active voice in order to be incorporated into the propositional network being constructed from the text. This transformation would thus be expected to increase the cognitive load, but in the case of Spanish the constructions are half-
passive; that is, the verb is active and the agent is marked with the particle “se”, so the situation is different. Subordination, though, entails a greater amount of processing in terms of working memory, since it requires the reader to maintain active the subject of the sentence while processing the rest of the sentence components, which tend to be relatively removed from the subject precisely because of the typical structure of a subordinate clause. However, the effect of this structure was not possible to estimate since it is rarely found in the items. As in the case of negations, items should be constructed with this structure to test its possible effect on difficulty.

One of the hypotheses that posed the most problems for operationalization was the one proposing that difficult vocabulary would increase item difficulty whenever it was present in the correct option and the main text. We found in our consultation of the literature that anyone answering an item needs to know the meaning of the words contained in it. When this lexical knowledge does not exist, comprehension is weakened insofar as the person cannot use all the information needed for solving the item. In particular, when one or several poorly known terms (that is, difficult-to-understand vocabulary) are in the correct response, this response tends to be considered implausible, so distractors with more accessible vocabulary become better candidates (from the examinee’s point of view) for being the correct option. Two strategies were used in this study to address this aspect: two lexical corpuses were used as reference, and experts were asked for their opinions.

With use of the lexical corpuses (Sánchez, n.d.), it was found that when one or more terms are present in the item and absent in the corpuses, the difficulty level was lower. This was not to be expected from our consultation of the literature. We should take into account, though, that these variables had standardized coefficients in the regression model of less than .10 on two of the four forms, so we should not draw conclusions based on these results. Now, as mentioned earlier, the vocabulary difficulty evaluated by raters 1 was extremely important and consistent throughout the four forms.

Given the size and direction of the standardized coefficients, we must emphasize that vocabulary mastery plays a crucial role in solving these items. This result concurs with the consulted studies, which propose that verbal tasks are extremely influenced by the vocabulary knowledge of the subjects who are solving them. In addition, one of the essential characteristics of vocabulary is that its comprehension depends on the inferences made by the subjects, who need to activate a great deal of knowledge about the world in order to process it (Escudero, 2010).

Before concluding, we should point out some limitations of this study that could be anticipated in future studies for testing other types of reading comprehension variables, and give some recommendations we can derive from it.

Firstly, this study did not include variables associated with inferences and solution strategies that might affect item difficulty (Green & Smith, 1987). This is important because in some studies (Tatsuoka 1982 as cited in Green & Smith, 1987; Gilhooly, 2004) item difficulty is seen as a function of item-solving strategies. Thus the predictive power of models based on the way students solve the PAA’s verbal items would be greater. To this respect, as Gorin & Embretson (2006, p. 49) have put it, “the current study suggests at least an initial list of variables as potential sources of difficulty for constructing reading comprehension items, but the amount of explained variance suggests that researchers should think beyond the usual ‘suspects’.” A design could be implemented in future studies to see what solution strategies the students use when they find an unknown word or connective in the main text or response options.

Reading comprehension clearly involves a very important inferential aspect (Iza & Ezquerro, 2000) that should be incorporated into future studies in order to better understand the elements leading to variation in the difficulty indices of the PAA's verbal items. The social
and demographic aspects of those answering the items will also have to be taken into account, since differences might be found between men and women as well as between those coming from public high schools and those from private ones.

One final limitation that should be corrected in future studies concerns the operationalization of such variables as degree of abstraction, similarity between the relevant text for answering an item and the correct response, etc. For example, instead of degree of abstraction the imaginability of the text could be used. This is a crucial aspect when working with expert raters, since inadequate operationalization keeps there from being a minimum of concordance between the raters. It will likewise be necessary to work with inter-rater agreement, so that experts work independently and, when finished, reach a consensus.

With respect to recommendations that can be derived from this study, the following measures could be taken to reduce in the short term the importance of the vocabulary component in solving PAA verbal items:

- Review of the items by the target population and experts. One mechanism for detecting difficult-to-understand words is to show the items to a small group of high school students and experts. From the feedback, it would be possible to identify items whose difficulty was merely a matter of vocabulary mastery.
- Preparation of a blacklist of words derived from the reviews made by the raters and students. The blacklisted words would not be used to construct new items.
- Incorporation of a PAA glossary. Another way to keep the vocabulary component from interfering in measurement of the construct is to include a list of vocabulary words with their respective definitions, so that all students have the same knowledge of words that are particularly difficult to understand.
- Given the level of accuracy attained by rater 1, he could be put in charge of reviewing the verbal items in search of vocabulary that may be inaccessible for the student population.
- Increase the length of the main text in the items. Most of the items analyzed in this study were no more than three or four lines long, considerably reducing the possibility the student has of getting the information needed for solving the item. If the texts were longer, the item constructors could include more data, and the importance of knowing a key word would thereby be reduced.
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This research seeks to identify possible predictors of the difficulty level of reading comprehension items used in a standardized psychometric test for university admission. Several potential predictors of difficulty were proposed, namely, propositional density, negations, grammatical structure, vocabulary difficulty, presence of enhancement elements (words highlighted typographically), item abstraction level and degree of similarity between correct option and relevant text to resolve the item. By Linear Logistic Test Model (Fisher, 1973) it was found that the number of propositions, the syntactic structure, and fundamentally, the presence of difficult words contributed to the prediction of the item difficulty level.

This investigation busca identificar posibles variables predictoras del nivel de dificultad de los ítems de comprensión de lectura utilizados en una prueba psicométrica estandarizada para la admisión a una institución universitaria. Se propusieron varios posibles predictores del nivel de dificultad, a saber: densidad proposicional, negaciones, estructura sintáctica, dificultad del vocabulario, presencia elementos de realce (palabras resaltadas tipográficamente), abstracción del ítem y grado de similitud entre opción correcta y texto relevante para resolver el ítem. Mediante el Modelo Logístico Lineal de Rasgo Latente se encontró que la cantidad de proposiciones, la estructura sintáctica y, fundamentalmente, la presencia de léxico difícil de comprender contribuyeron a la predicción del nivel de dificultad.